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34 Chapter 2  Displaying data

  Abundance of desert bird species 

How many species are common in nature and how many 
are rare? One way to address this question is to construct 
a frequency distribution of species abundance. The data in 
Table 2.2-2 are from a survey of the breeding birds of Organ 
Pipe Cactus National Monument in southern Arizona, USA. 
The measurements were extracted from the North Ameri-
can Breeding Bird Survey, a continent-wide data set of esti-
mated bird numbers (Sauer et al. 2003).

We treated each bird species in the survey as the unit of interest and the abundance 
of a species in the survey as its measurement. The range of abundance values was 
divided into 13 intervals of equal width (0–50, 50–100, and so on), and the number 
of species falling into each abundance interval was counted and presented in a fre-
quency table to help see patterns (Table 2.2-3).

EXAMPLE

2.2B

Table 2.2-2 Data on the abundance of each species of bird encountered during four surveys in Organ Pipe 
Cactus National Monument.

Species Abundance Species Abundance

Greater roadrunner  1 Turkey vulture 23
Black-chinned hummingbird  1 Violet-green swallow 23
Western kingbird  1 Lesser nighthawk 25
Great-tailed grackle  1 Scott’s oriole 28
Bronzed cowbird  1 Purple martin 33
Great horned owl  2 Black-throated sparrow 33
Costa’s hummingbird  2 Brown-headed cowbird 59
Canyon wren  2 Black vulture 64
Canyon towhee  2 Lucy’s warbler 67
Harris’s hawk  3 Gilded fl icker 77
Loggerhead shrike  3 Brown-crested fl ycatcher 128
Hooded oriole  4 Mourning dove 135
Northern mockingbird  5 Gambel’s quail 148
American kestrel  7 Black-tailed gnatcatcher 152
Rock dove  7 Ash-throated fl ycatcher 173
Bell’s vireo 10 Curve-billed thrasher 173
Common raven 12 Cactus wren 230
Northern cardinal 13 Verdin 282
House sparrow 14 House fi nch 297
Ladder-backed woodpecker 15 Gila woodpecker 300
Red-tailed hawk 16 White-winged dove 625
Phainopepla 18
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Some raw data: Abundance of birds across species

Total = 3215 individuals
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Abundance of birds across species - plot of raw data

Stripchart
“one dimensional scatter plot”



Displaying numerical data in the form of frequency 
distributions – the tabular (table) form
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 Section 2.2  Showing data for one variable 35

Although the table shows the numbers, the shape of the frequency distribution 
is more obvious in a histogram of these same data (Figure 2.2-3). Here, frequency 
(number of species) in each abun dance interval is perceived as bar area.

The frequency table and histogram of the bird abundance data reveal that the 
majority of bird species have low abundance. Frequency falls steeply with increas-
ing abundance.3 The white-winged dove (pictured in Example 2.2B) is exceptionally 

Table 2.2-3  Frequency distribution of bird spe-
cies abundance at Organ Pipe Cactus National 
Monument.

 Frequency
Abundance  (Number of species)

  0–50 28
 50–100 4
100–150 3
150–200 3
200–250 1
250–300 2
300–350 1
350–400 0
400–450 0
450–500 0
500–550 0
550–600 0
600–650 1

Total 43

Source: Data are from Table 2.2-2.

3. This pattern is a remarkably general one in nature, found in many types of organisms. Typically, only a 
few spe cies are common, whereas most species are rare.

FIGURE 2.2-3
Histogram illustrating the frequency distri-
bution of bird species abundance at Organ 
Pipe Cactus National Monument. Total 
number of bird species: n !43.
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Displaying numerical data in the form of frequency 
distributions – from tabular to graphical form 
(histograms)



Frequency distribution is a representation, either in a 
graphical or tabular format, that displays the number 
of observations within a given interval of a 
quantitative variable (continuous or discrete). 

The intervals must be mutually exclusive (each 
observation can only belong to one interval) and 
exhaustive (all observations must be included), 

The interval size depends on the data being 
analyzed and the goals of the analyst. 

- Adapted from: http://www.investopedia.com/terms/f/frequencydistribution.asp

The formal definitions of frequency distributions



Why frequencies and not the raw data?

Stripchart Histogram



Why frequencies and not the raw data?



Why frequencies and not the raw data?

From frequencies to probabilities

Frequency distribution Probability distribution



Total of 100 individual birds

Why frequencies and not the raw data?

Geospiza magnirostris



From frequencies to probabilities

Frequency distribution Probability distribution

Frequency distributions are important because they describe shapes of 
numerical variables. Distributional shapes allow to determine proper population 

probability distributions for inferential statistics (i.e., use samples to estimate 
population parameters; & convey uncertainty)



Variability in bar graphs (categorical) versus
histograms (numerical)
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Figure 2.  Time plots of monthly rainfall for Beijing and Toronto, arranged from more to less 
variable [data source: Buttle and Tuttle Ltd., 2007]. 
 
The important point for value bar charts and time plots is that variability in the data is perceived 
through variation in bar heights. In the next section, this correct perception will be juxtaposed 
with the misconception manifested when learners incorrectly interpret histograms. 
 
2.2 Histograms 

 
The two remaining types of graphs that we discuss, the histogram and the bar graph, both show 
the distribution of values of a single variable, the former quantitative and the latter qualitative. 
Their use of bars to show distribution necessitates a frequency axis. In order to interpret graphs 
that show a distribution of a variable, one’s graph sense must be sophisticated enough to 
understand the interplay between the data values and their frequencies or relative frequencies. 
Difficulties have been noted in the research. Friel and Bright (1995) posited that interpreting 
graphs that utilize two axes (e.g., histograms, scatter plots) may present difficulties ―if the 
functions of the x- and y- axes across these graphs are not explicitly recognized‖ (p. 3). This 
concern was heightened by results of their study that found that many middle school students 
confronted with data represented in a dot plot confused the frequencies (number of Xs) for the 
data values themselves, despite the fact that dot plots don’t have an axis for frequencies. In their 
study on high school and college students, delMas, et al., (2005) also speculated that students 
don’t actually understand what the axes represent. They reported that students had difficulty 
reading histograms of grouped data, in comparison to histograms in which bars represented 
frequencies of single variables. Furthermore, they noted that students confused histograms with 
value bar charts, incorrectly choosing a ―bell-shaped‖ version of the latter, rather than a correctly 
corresponding histogram when asked to match a given set of statistics to a graph. 
 
Histograms, along with dot plots and stem-and-leaf plots, share the same basic construction of 
showing the distribution of a quantitative variable through an explicit or implicit frequency axis. 
In the case of the histogram, frequency or relative frequency is readily accessible on the vertical 
axis; in contrast, unless the graphic was computer-generated, the reader must count to determine 
frequencies for dot plots and stem-and-leaf plots. Though variability is likewise expressed in 
these graph types, we chose to discuss histograms over the other distribution graphs for two 
reasons. First, its use of bars makes it visually similar to, and thus potentially confused with, the 

- Source: Cooper & Shore; Journal of Statistics Education (vol. 18, #2)

Where does rain vary the most?



- Source: Cooper & Shore; Journal of Statistics Education (vol. 18, #2)
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two other types of graphs discussed in this paper: value bar charts and distribution bar graphs. 
Secondly, for grouped histograms the raw data is no longer accessible, and therefore the reader is 
less likely to calculate a measure of variability; our interest is in perceiving variability from a 
graph and visually comparing magnitude of variability, rather than quantifying it.   
 
Like other distribution graphs, histograms are classified by shape, center, and spread. Classic 
shapes that are identified are bell-shaped, uniform, positively skewed, and negatively skewed. If 
the shape is approximately symmetric, the mean is the preferable measure of center, which can 
be visualized as the balance point along the horizontal axis of the histogram, taking into account 
the ―weight‖ and location of the bars above it. As in defining center, judging variability from a 
histogram depends to a degree on the shape. We focus our discussion of how variability is 
perceived within histograms through a comparison group of symmetric and approximately 
symmetric distributions, where variability in the data is commonly judged by how much the data 
is compressed about, or spread out from, the mean. The more compressed the data are to the 
mean, the less the variability; the more spread out, the greater the variability. This idea of 
magnitude of deviation of data values from the mean is analogous to the concept of variability in 
the case of the value bar chart, though the visual interpretation differs for the two.  
 
Consider the two bell-shaped histograms of data sets (exam scores) in Figure 3. The notable 
difference between the graphs is that one histogram has a pronounced peak with narrow tails, 
while the other has bars of more similar height. In bell-shaped histograms, thicker tails indicate 
greater variability, while clustering toward the middle indicates little variability. Though one 
could construct exceptional counter-examples due to the grouped nature of the data, it is fair to 
say that in general, the raw exam scores of Class 2 are likely to be more spread out than those of 
Class 1, and thus are likely to be more variable.   
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Figure 3.  Histograms showing distribution of student exam scores for two classes, differing in 
their magnitude of variability.   

 
 
When Cooper and Shore (2008) presented these histograms to 186 undergraduates, 50% 
indicated that the histogram with the higher peak and narrower tails was more variable. 

Note: scales (X and Y axis limits) are exactly the same

Variability in bar graphs (categorical) versus 
histograms (numerical)

In which class exam scores vary the most?
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When Cooper and Shore (2008) presented these histograms to 186 undergraduates, 50% 
indicated that the histogram with the higher peak and narrower tails was more variable. 

Variability in bar graphs (categorical) versus 
histograms (numerical) – where do data vary the most?



Frequency distributions are important because they describe shapes of 
numerical variables. Distributional shapes allow to determine proper 

population probability distributions for inferential statistics 

36 Chapter 2  Displaying data

abundant at Organ Pipe Cactus National Monument, accounting for a large fraction of 
all individual birds encountered in the survey.

Describing the shape of a histogram

The histogram reveals the shape of a frequency distribution. Some of the most com-
mon shapes are displayed in Figure 2.2-4. Any interval of the frequency  distribution 
that is noticeably more frequent than surrounding intervals is called a peak. The 
mode is the interval corresponding to the highest peak. For example, a bell-shaped 
frequency distribution has a single peak (the mode) in the center of the range of obser-
vations. A frequency distribution having two distinct peaks is said to be bimodal.

The mode is the interval corresponding to the highest peak in the frequency 
distribution.

Uniform Bell–shaped Asymmetric (skewed) Bimodal

FIGURE 2.2-4 Some possible shapes of frequency distributions.

A frequency distribution is symmetric if the pattern of frequencies on the left half 
of the histogram is the mirror image of the pattern on the right half. The uniform 
distribution and the bell-shaped distribution in Figure 2.2-4 are symmetric. If a fre-
quency distribution is not symmetric, we say that it is skewed. The distribution in 
Figure 2.2-4 labeled “Asymmetric” has left or negative skew: it has a long tail extend-
ing to the left. The distribution in Figure 2.2-4 labeled “Bimodal” is also asymmetric 
but is positively skewed: its long tail is to the right.4 The abundance data for desert 
bird species also have positive skew (Figure 2.2-3), which means they have a long tail 
extending to the right.

Skew refers to asymmetry in the shape of a frequency distribution for a numer-
ical variable.

Extreme data points lying well away from the rest of the data are called outliers. 
The histogram of desert bird abundance (Figure 2.2-3) includes one extreme observa-

4. The nomenclature of skew seems backward to many people. Focus on the sharp tail of the distribution 
extending to the left in the third distribution in Figure 2.2-4. We say it is skewed left (or has a negative 
skew) because it seems to have a “skewer” sticking out to the left toward negative numbers, like the 
skewer through a shish kebab.
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The mode is the interval corresponding 
to the highest peak in the frequency 
distribution.  A distribution is said bimodal 
when it has two dominant peaks.  

Skew refers to asymmetry in the shape 
of a frequency distribution for a 
numerical variable.

Mode is between
1.2 and 1.4
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Right (or Positive skewed)Left (or Negative) skewed

Frequency distributions are important because they describe shapes of 
numerical variables. Distributional shapes allow to determine proper 

population probability distributions for inferential statistics 

Asymmetric distributions
can be either left or 
positive skewed. 

The rule based based on where
mean is in contrast to median
works well particularly for
large data (> 30 observations).
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quency distribution is not symmetric, we say that it is skewed. The distribution in 
Figure 2.2-4 labeled “Asymmetric” has left or negative skew: it has a long tail extend-
ing to the left. The distribution in Figure 2.2-4 labeled “Bimodal” is also asymmetric 
but is positively skewed: its long tail is to the right.4 The abundance data for desert 
bird species also have positive skew (Figure 2.2-3), which means they have a long tail 
extending to the right.

Skew refers to asymmetry in the shape of a frequency distribution for a numer-
ical variable.

Extreme data points lying well away from the rest of the data are called outliers. 
The histogram of desert bird abundance (Figure 2.2-3) includes one extreme observa-

4. The nomenclature of skew seems backward to many people. Focus on the sharp tail of the distribution 
extending to the left in the third distribution in Figure 2.2-4. We say it is skewed left (or has a negative 
skew) because it seems to have a “skewer” sticking out to the left toward negative numbers, like the 
skewer through a shish kebab.
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Frequency distributions are important because they describe shapes of 
numerical variables. Distributional shapes allow to determine proper 

population probability distributions for inferential statistics 
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tion (the white-winged dove) that falls well outside the range of abundance of other 
bird species. The white-winged dove, therefore, is an outlier. Outliers are common in 
biological data. They can result from mistakes in recording the data or, as in the case 
of the white-winged dove, they may represent real features of nature. Outliers should 
always be investigated. They should be removed from the data only if they are found 
to be errors.

An outlier is an observation well outside the range of values of other observa-
tions in the data set.

How to draw a good histogram

When drawing a histogram, the choice of interval width must be made carefully 
because it can affect the conclusions. For example, Figure 2.2-5 shows three differ-
ent histograms that depict the body mass of 228 female sockeye salmon (Oncorhyn-
chus nerka) from Pick Creek, Alaska, in 1996 (Hendry et al. 1999). The leftmost 
histogram of Figure 2.2-5 was drawn using a narrow interval width. The result is a 
somewhat bumpy frequency distribution that suggests the existence of two or even 
more peaks. The rightmost histogram uses a wide interval. The result is a smoother 
frequency distribution that masks the second of the two dominant peaks. The middle 
histogram uses an intermediate interval that shows two distinct body-size groups. The 
fl uctuations from interval to interval within size groups are less noticeable.

To choose the ideal interval width we must decide whether the two distinct body-
size groups are likely to be “real,” in which case the histogram should show both, or 
whether a bimodal shape is an artifact produced by too few observations.5

When you draw a histogram, each bar must rise from a baseline of zero, so that the 
area of each bar is proportional to frequency. Unlike bar graphs, adjacent histogram 
bars are contiguous, with no spaces between them. This reinforces the perception of 

5. The two distinct body-size classes in this salmon population correspond to two age groups.
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FIGURE 2.2-5 Body mass of 228 female sockeye salmon sampled from Pick Creek in Alaska 
(Hen dry et al. 1999). The same data are shown in each case, but the interval widths are differ-
ent: 0.1 kg (left), 0.3 kg (middle), and 0.5 kg (right).
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How many intervals (classes of abundance) should be used?

No strict rules need to be imposed, but rather a number that best show 
patterns and exceptions in data.

Body mass of 228 female sockeye salmon sampled from Pick Creek in Alaska (Hendry 
et al. 1999). The same data are shown in each case, but the interval widths are 
different : 0.1 kg (left), 0.3 kg (middle), and 0.5 kg (right).

Building a frequency distribution 

Remember that histograms are graphical representations of frequency distributions 
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less obvious but no less crucial, at least in biology. In some fi elds of science, vari-

ability around a central value is instrument noise or measurement error, but in 

biology much of the variability signifi es real differences among individuals. Different 

individuals respond differently to treatments, and this variability begs measurement. 

Measuring variability also gives us perspective. We can ask, “How large are the dif-

ferences between groups compared with variations within groups?” Biologists also 

appreciate variation as the stuff of evolution—we wouldn’t be here without variation.

In this chapter, we review the most common statistics to measure the location and 

spread of a frequency distribution and to calculate a proportion. We introduce the use 

of mathematical symbols to represent values of a variable, and we show formulas to 

calculate each summary statistic.

 3.1 Arithmetic mean and standard deviation
The arithmetic mean is the most common metric to describe the location of a fre-
quency distribution. It is the average of a set of measurements. The standard deviation 
is the most commonly used measure of distribution spread. Example 3.1 illustrates 
the basic calculations for means and standard deviations.

 Gliding snakes

When a paradise tree snake (Chrysopelea paradisi ) 
fl ings itself from a treetop, it fl attens its body every-
where except for the region around the heart. As it 
gains downward speed, the snake forms a tight hor-
izontal S shape and then begins to undulate widely 
from side to side. This generates lift, causing the 
snake to glide away from the source tree. By orient-
ing the head and anterior part of the body, the snake 
can change direction during a glide to avoid trees, 
reach a preferred landing site, and even chase aerial 
prey. To better understand how lift is generated, Socha (2002) videotaped the glides of 
eight snakes leaping from a 10-m tower.1 Among the measurements taken was the rate of 
side-to-side undulation on each snake. Undulation rates of the eight snakes, measured in 
hertz (cycles per second), were as follows:

0.9, 1.4, 1.2, 1.2, 1.3, 2.0, 1.4, 1.6

EXAMPLE

3.1

1. See fi lms of these snakes fl ying at http://www.fl yingsnake.org/video/video.html.
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“Flying” paradise tree snake (Chrysopelea paradisi).  To better 
understand how lift is generated, Socha (2002) videotaped glides (from 
a 10-m tower) of 8 snakes. Rate of side-to-side undulation was 
measured in hertz (number of cycles per second).  The values recorded 
were:

No strict rules should be used, but rather a number that best show 
patterns and exceptions in data. Rules exist, however, example:

The Sturges’ rule: number of intervals = 1 + ln(n) / ln(2), 

For the snake data: 1 + ln(8) / ln(2) = 4 classes.

NOTE: 1 + ln(n) / ln(2) = 1 + log2(n) 
(as often expressed in some sources).

0.9, 1.2, 1.2, 1.3, 1.4, 1.4, 1.6, 2.0

Building a frequency distribution – How many intervals?

Speed (Hz)
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the basic calculations for means and standard deviations.
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where except for the region around the heart. As it 
gains downward speed, the snake forms a tight hor-
izontal S shape and then begins to undulate widely 
from side to side. This generates lift, causing the 
snake to glide away from the source tree. By orient-
ing the head and anterior part of the body, the snake 
can change direction during a glide to avoid trees, 
reach a preferred landing site, and even chase aerial 
prey. To better understand how lift is generated, Socha (2002) videotaped the glides of 
eight snakes leaping from a 10-m tower.1 Among the measurements taken was the rate of 
side-to-side undulation on each snake. Undulation rates of the eight snakes, measured in 
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1. See fi lms of these snakes fl ying at http://www.fl yingsnake.org/video/video.html.
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Let’s establish the speed intervals (let’s say we decide 
on 4 intervals):

(max(value) - min (value)) / number of classes:

(2.0-0.9) / 4 = 0.275

0.9, 1.2, 1.2, 1.3, 1.4, 1.4, 1.6, 2.0

Building a frequency distribution – The interval size

Snake data: 1 + ln(8) / ln(2) = 4 classes

NOTE: Intervals of frequency distributions are commonly referred to as ”classes” as well



The intervals must be mutually exclusive (each 
observation can only belong to one interval) and 
exhaustive (all observations must be included), and 
the interval size depends on the data being 
analyzed and the goals of the analyst. 

- Adapted from: http://www.investopedia.com/terms/f/frequencydistribution.asp

Remember



Let’s establish the speed intervals:

(max(value) - min (value)) / number of classes:

(2.0-0.9) / 4 = 0.275

1st class: individuals with speeds between 0.900 and 1.175 (0.900 + 0.275)

0.9, 1.2, 1.2, 1.3, 1.4, 1.4, 1.6, 2.0

Building intervals



Let’s establish the speed intervals:

(max(value) - min (value)) / number of classes:

(2.0-0.9) / 4 = 0.275

1st class: individuals with speeds between 0.900 and 1.175 (0.900 + 0.275)

2nd class: individuals with speeds between 1.175 and 1.450 (1.175 + 0.275)

0.9, 1.2, 1.2, 1.3, 1.4, 1.4, 1.6, 2.0

Building intervals



3rd class: individuals with speeds between  1.450 and 1.725 (1.450 + 0.275)

0.9, 1.2, 1.2, 1.3, 1.4, 1.4, 1.6, 2.0

1st class: individuals with speeds between 0.900 and 1.175 (0.900 + 0.275)

2nd class: individuals with speeds between 1.175 and 1.450 (1.175 + 0.275)

Let’s establish the speed intervals:

(max(value) - min (value)) / number of classes:

(2.0-0.9) / 4 = 0.275

Building intervals



4th class: individuals with speeds between  1.725 and 2.000 (1.725 + 0.275)

0.9, 1.2, 1.2, 1.3, 1.4, 1.4, 1.6, 2.0

3rd class: individuals with speeds between  1.450 and 1.725 (1.450 + 0.275)

1st class: individuals with speeds between 0.900 and 1.175 (0.900 + 0.275)

2nd class: individuals with speeds between 1.175 and 1.450 (1.175 + 0.275)

Let’s establish the speed intervals:

(max(value) - min (value)) / number of classes:

(2.0-0.9) / 4 = 0.275

Building intervals



Classes Frequency
0.900 - 1.175
1.175 - 1.450
1.450 - 1.725
1.725 - 2.000

0.9, 1.2, 1.2, 1.3, 1.4, 1.4, 1.6, 2.0

Intervals are either left-closed & right-open, e.g., 0.900 - 1.175 would contains 
snakes with rates between 0.9 Hz (included) and 1.175 Hz (not included) = 
[0.900,1.175).

OR left-open & right-closed, e.g., 0.900 - 1.175 would contains snakes with 
rates between 0.9 Hz (not included) and 1.175 Hz (included) = (0.900,1.175].

Let’s use: left-closed & right-open [a,b)

Counting number of observations (frequencies)



Classes Frequency
[0.900 - 1.175) 1
[1.175 - 1.450)
[1.450 - 1.725)
[1.725 - 2.000)

0.9, 1.2, 1.2, 1.3, 1.4, 1.4, 1.6, 2.0

left-closed & right-open [a,b)

Counting number of observations (frequencies)



Classes Frequency
[0.900 - 1.175) 1
[1.175 - 1.450) 5
[1.450 - 1.725)
[1.725 - 2.000)

0.9, 1.2, 1.2, 1.3, 1.4, 1.4, 1.6, 2.0

left-closed & right-open [a,b)

Counting number of observations (frequencies)



Classes Frequency
0.900 - 1.175 1
1.175 - 1.450 5
1.450 - 1.725 1
1.725 - 2.000

0.9, 1.2, 1.2, 1.3, 1.4, 1.4, 1.6, 2.0

left-closed & right-open [a,b)

Counting number of observations (frequencies)



Classes Frequency
[0.900 - 1.175) 1
[1.175 - 1.450) 5
[1.450 - 1.725) 1
[1.725 - 2.000) ???

0.9, 1.2, 1.2, 1.3, 1.4, 1.4, 1.6, 2.0

left-closed & right-open [a,b)

?

Counting number of observations (frequencies)



Classes Frequency
(0.900 - 1.175] ???
(1.175 - 1.450]
(1.450 - 1.725]
(1.725 - 2.000]

0.9, 1.2, 1.2, 1.3, 1.4, 1.4, 1.6, 2.0

Let’s try left-open & right-closed (a,b]

Counting number of observations (frequencies)

?



left-closed & right-open [a,b) left-open & right-closed (a,b]

Classes Frequency
(0.625 - 0.900] 1
(0.900 - 1.175] 0
(1.175 - 1.450] 5
(1.450 - 1.725] 1
(1.725 - 2.000] 1

Classes Frequency
[0.900 - 1.175) 1
[1.175 - 1.450) 5
[1.450 - 1.725) 1
[1.725 - 2.000) 0
[2.000 - 2.275 ) 1

0.9, 1.2, 1.2, 1.3, 1.4, 1.4, 1.6, 2.0

It works, but the classes may not print well.  They have too many decimals. We 
can change the number of classes to try to fix this issue 

(let’s try 7 classes next).

Counting number of observations (frequencies)

Let’s try a different number of classes (5) and interval size (0.275) 



Classes Frequency
[0.8 - 1.0) 1
[1.0 - 1.2) 0
[1.2 - 1.4) 3
[1.4 - 1.6) 2
[1.6 - 1.8) 1
[1.8 - 2.0) 0
[2.0 - 2.2) 1

Total         =           8

0.9, 1.2, 1.2, 1.3, 1.4, 1.4, 1.6, 2.0
Let’s try a different number of classes (7) and interval size (0.2)

Counting number of observations (frequencies)

Let’s use: left-closed & right-open [a,b)

Note: some software may 
include 2.0 in this interval 
even though is opened.  
This may happen when 
the last values in the data 
fall here. (R does that)



0.9, 1.2, 1.2, 1.3, 1.4, 1.4, 1.6, 2.0

Speed (Hz)
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left-closed & right-open [a,b)

Speed (Hz)
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From frequency distribution tables to histograms

Classes Frequency
[0.8 - 1.0) 1
[1.0 - 1.2) 0
[1.2 - 1.4) 3
[1.4 - 1.6) 2
[1.6 - 1.8) 1
[1.8 - 2.0) 0
[2.0 - 2.2) 1



0.9, 1.2, 1.2, 1.3, 1.4, 1.4, 1.6, 2.0
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Classes Frequency
(0.80 - 1.00] 1
(1.00 - 1.20] 2
(1.20 - 1.40] 3
(1.40 - 1.60] 1
(1.60 - 1.80] 0
(1.80 - 2.00] 1

left-open & right-closed (a,b]
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From frequency distribution tables to histograms
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From frequency distribution tables to histograms

Perhaps choose this one.  Less 
intervals and only one empty interval.



Again, number of classes and interval size depend on 
the goal of the analyst & often based on trying different options
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tion (the white-winged dove) that falls well outside the range of abundance of other 
bird species. The white-winged dove, therefore, is an outlier. Outliers are common in 
biological data. They can result from mistakes in recording the data or, as in the case 
of the white-winged dove, they may represent real features of nature. Outliers should 
always be investigated. They should be removed from the data only if they are found 
to be errors.

An outlier is an observation well outside the range of values of other observa-
tions in the data set.

How to draw a good histogram

When drawing a histogram, the choice of interval width must be made carefully 
because it can affect the conclusions. For example, Figure 2.2-5 shows three differ-
ent histograms that depict the body mass of 228 female sockeye salmon (Oncorhyn-
chus nerka) from Pick Creek, Alaska, in 1996 (Hendry et al. 1999). The leftmost 
histogram of Figure 2.2-5 was drawn using a narrow interval width. The result is a 
somewhat bumpy frequency distribution that suggests the existence of two or even 
more peaks. The rightmost histogram uses a wide interval. The result is a smoother 
frequency distribution that masks the second of the two dominant peaks. The middle 
histogram uses an intermediate interval that shows two distinct body-size groups. The 
fl uctuations from interval to interval within size groups are less noticeable.

To choose the ideal interval width we must decide whether the two distinct body-
size groups are likely to be “real,” in which case the histogram should show both, or 
whether a bimodal shape is an artifact produced by too few observations.5

When you draw a histogram, each bar must rise from a baseline of zero, so that the 
area of each bar is proportional to frequency. Unlike bar graphs, adjacent histogram 
bars are contiguous, with no spaces between them. This reinforces the perception of 

5. The two distinct body-size classes in this salmon population correspond to two age groups.
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FIGURE 2.2-5 Body mass of 228 female sockeye salmon sampled from Pick Creek in Alaska 
(Hen dry et al. 1999). The same data are shown in each case, but the interval widths are differ-
ent: 0.1 kg (left), 0.3 kg (middle), and 0.5 kg (right).
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Body mass of 228 female sockeye salmon sampled from Pick Creek in Alaska (Hendry 
et al. 1999). The same data are shown in each case, but the interval widths are 
different : 0.1 kg (left), 0.3 kg (middle), and 0.5 kg (right).


