
Statistics is about generating conclusions without complete 
knowledge…and sometimes we get it wrong…though 
statistics has ways to estimate risks and uncertainty



The most important goal of statistics is 
to estimate (infer) an unknown quantity 
of an entire population based on sample 
data.

These quantities (often based on 
descriptive statistics) are then used for 
making decisions about the population 

Statistics is based on samples!



Describing data

Samples and populations are often made of lots of individual 
(observational) units and their associated information 
(observations, variables).

We need to be able to describe samples by summary statistics 
(mean, median, variance, etc) so that these summaries can serve 
as an estimate of the same summaries for their statistical 
populations. 



Samples and populations are often made of lots of individual (observational) units 
and their associated information (observations, variables)

We need to be able to describe samples by summary statistics (mean, median, 
variance, etc) so that these summaries can serve as an estimate of the same 
summaries for their statistical populations. 

Today: data summaries for each variable (separately).

Describing data

Individual Weight (kg) Height (cm)
1 75.5 172
2 55.3 152
3 61.2 164
4 50.3 148
5 99.4 192
6 66.2 171
7 75.3 169
8 74.6 182
9 60.5 162

10 93.5 184
11 73.6 169



The most important goal of statistics is to infer an unknown 
quantity (e.g., height) of a population based on sample data!

Inspired by https://www.cliffsnotes.com/study-guides/statistics/sampling/populations-
samples-parameters-and-statistics

We want to know about a large 
number of trees

Population

Population mean height
(here the parameter of interest, i.e.,

unknown quantity)

Selected trees
to measure height

We have these trees
to work with

Sample

Sample mean height

Inference
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Key Learning Objectives today

1. Differentiate between estimates of location and 
estimates of spread (or width).

2. Recognize that variability is not simply noise but is a key 
parameter that can be estimated.

3. Become familiar with the most common descriptive 
statistics.

4. Know when the mean or median is a more appropriate 
summary of location.

5. Location and spread summaries of single variables 
(multiple variables later in the course).

Modified from:
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Scientific question: Did humans drive mammal extinctions in 
Australia?

Statistical question: Are “victims” bigger than “survivors” and 
historical extinctions?

ka = kiloannus (1000); ∼ 50 ka = 
“behavioural modernity” in humans.

Survivors (extant species, i.e.,
alive today).

Victims (late Pleistocene, i.e.,
past 50 000 years, 50 ka).

Historical extinctions (older than
50 ka) are based on samples
(fossils).

We want to make inferences about all past 
and present mammals in Australia (i.e., 
statistical population are all mammal 
species, past or present, in Australia).

Frequency distribution of mammal mass
categorized into survivors, “victims” and

older (historical) extinctions

Study by Lyons et al. (2004; Evolutionary Ecology 
Research 6:339-358)



Descriptive statistics or summary statistics are needed to make inferences

- Location tells us something about the average or typical individual 
units (i.e., where the observations are centered).

- Spread tells us how measurements vary among individual units (or 
observations), i.e., how widely scattered the values are around the 
center (location).
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Remember the jargon:

individual units (of data) = 
observations (here each 
individual unit or observation is a 
single species)

Study by Lyons et al. (2004; Evolutionary 
Ecology Research 6:339-358)



The most important location statistic: Arithmetic mean
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less obvious but no less crucial, at least in biology. In some fi elds of science, vari-

ability around a central value is instrument noise or measurement error, but in 

biology much of the variability signifi es real differences among individuals. Different 

individuals respond differently to treatments, and this variability begs measurement. 

Measuring variability also gives us perspective. We can ask, “How large are the dif-

ferences between groups compared with variations within groups?” Biologists also 

appreciate variation as the stuff of evolution—we wouldn’t be here without variation.

In this chapter, we review the most common statistics to measure the location and 

spread of a frequency distribution and to calculate a proportion. We introduce the use 

of mathematical symbols to represent values of a variable, and we show formulas to 

calculate each summary statistic.

 3.1 Arithmetic mean and standard deviation
The arithmetic mean is the most common metric to describe the location of a fre-
quency distribution. It is the average of a set of measurements. The standard deviation 
is the most commonly used measure of distribution spread. Example 3.1 illustrates 
the basic calculations for means and standard deviations.

 Gliding snakes

When a paradise tree snake (Chrysopelea paradisi ) 
fl ings itself from a treetop, it fl attens its body every-
where except for the region around the heart. As it 
gains downward speed, the snake forms a tight hor-
izontal S shape and then begins to undulate widely 
from side to side. This generates lift, causing the 
snake to glide away from the source tree. By orient-
ing the head and anterior part of the body, the snake 
can change direction during a glide to avoid trees, 
reach a preferred landing site, and even chase aerial 
prey. To better understand how lift is generated, Socha (2002) videotaped the glides of 
eight snakes leaping from a 10-m tower.1 Among the measurements taken was the rate of 
side-to-side undulation on each snake. Undulation rates of the eight snakes, measured in 
hertz (cycles per second), were as follows:

0.9, 1.4, 1.2, 1.2, 1.3, 2.0, 1.4, 1.6

EXAMPLE

3.1

1. See fi lms of these snakes fl ying at http://www.fl yingsnake.org/video/video.html.
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“Flying” paradise tree snake (Chrysopelea paradisi).  To better understand 
how lift is generated, Socha (2002) videotaped glides (from a 10-m tower) 
of 8 snakes. Rate of side-to-side undulation was measured in hertz 
(number of cycles per second).  The values recorded were:

The arithmetic mean is an algorithm = a process or set of rules to 
be followed in calculations - sum of all the observations in a sample 
divided by n, the number of observations.

0.9, 1.4, 1.2, 1.2, 1.3, 2.0, 1.4, 1.6
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A histogram of these data is shown in Figure 3.1-1. The frequency distribution has 
a single peak between 1.2 and 1.4 Hz.

The sample mean

The sample mean is the average of the measurements in the sample, the sum of all 
the observations divided by the number of observations. To show its calculation, we 
use the symbol Y to refer to the variable and Yi to represent the measurement of indi-
vidual i. For the gliding snake data, i takes on values between 1 and 8, because there 
are eight snakes. Thus, Y1 =  0.9, Y2 =  1.4, Y3 =  1.2, Y4 =  1.2, and so on.2

The sample mean, symbolized as Y  (and pronounced “Y-bar”), is calculated as

Y =
a
n

i = 1
Yi

n
,

where n is the number of observations. The symbol © (uppercase Greek letter sigma) 
indicates a sum. The “i = 1” under the © and the “n” over it indicate that we are sum-
ming over all values of i between 1 and n, inclusive:

a
n

i = 1
Yi = Y1 + Y2 + Y3 + g+ Yn .

When it is clear that i refers to individuals 1, 2, 3, . . . , n, the formula is often writ-
ten more succinctly as

Y =
gYi

n
.

Applying this formula to the snake data yields the mean undulation rate:

Y =
0.9 + 1.2 + 1.2 + 2.0 + 1.6 + 1.3 + 1.4 + 1.4

8
= 1.375 Hz.

FIGURE 3.1-1
A histogram of the undulation rate of gliding paradise 
tree snakes. n =  8 snakes.

2. We have adopted the simple convention of using uppercase letters (e.g., Y ) when referring to both vari-
able names and data, and prefer to distinguish the two by context. This is a departure from mathemati-
cal convention, which reserves uppercase exclusively for random  variables.
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The sample mean is represented most often as !Y 𝑜𝑟 !X said 
« 𝑌 𝑏𝑎𝑟 » or « 𝑋 𝑏𝑎𝑟 »
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The concept of spread around the mean

Variability of a population should not 
be ignored as simply noise about the 
mean. It is biologically  important in 
its own right.

Variation has a true value from a 
population that we estimate from a 
sample.

Modified from:
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The most important spread statistics: variance and standard deviation 
(the accompanying statistics of spread for the mean)

It indicates how far the different measurements typically are from the mean. The 
standard deviation is large if most observations are far from the mean, and it is 
small if most measurements lie close to the mean.

68 Chapter 3  Describing data

Based on the histogram in Figure 3.1-1, we see that the value of the sample mean is 
close to the middle of the distribution. Note that the sample mean has the same units 
as the observations used to calculate it. In Section 3.6, we review how the sample 
mean is affected when the units of the observations are changed, such as by adding a 
constant or multiplying by a constant.

The sample mean is the sum of all the observations in a sample divided by n, 
the number of observations.

Variance and standard deviation

The standard deviation is a commonly used measure of the spread of a distribu-
tion. It measures how far from the mean the observations typically are. The standard 
deviation is large if most observations are far from the mean, and it is small if most 
measurements lie close to the mean.

The standard deviation is calculated from the variance, another measure of 
spread. The standard deviation is simply the square root of the variance. The standard 
deviation is a more intuitive measure of the spread of a distribution (in part because it 
has the same units as the variable itself ), but the variance has mathematical properties 
that make it useful sometimes as well. The standard deviation from a sample is usu-
ally represented by the symbol s, and the sample variance is written as s2.

To calculate the variance from a sample of data, we must fi rst compute the devi-
ations. A deviation from the mean is the difference between a measurement and the 
mean (Yi - Y ).  Deviations for the measurements of snake undulation rate are listed in 
Table 3.1-1.

The best measure of the spread of this distribution isn’t just the average of the 
deviations (Yi - Y ),  because this average is always zero (the negative deviations 

Table 3.1-1  Quantities needed to calculate the standard deviation and variance of snake 
undulation rate (Y51.375 Hz).

Observations (Yi) Deviations (Yi - Y ) Squared deviations (Yi - Y )2

 0.9 –0.475  0.225625
 1.2 –0.175 0.030625
 1.2 –0.175 0.030625
 1.3 –0.075 0.005625
 1.4 0.025 0.000625
 1.4 0.025 0.000625
 1.6 0.225 0.050625
 2.0 0.625 0.390625

 Sum 0.000 0.735
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Quantities needed to calculate the standard deviation and variance of 
snake undulation rate ( "𝑌 = 1.375 𝐻𝑧).
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Based on the histogram in Figure 3.1-1, we see that the value of the sample mean is 
close to the middle of the distribution. Note that the sample mean has the same units 
as the observations used to calculate it. In Section 3.6, we review how the sample 
mean is affected when the units of the observations are changed, such as by adding a 
constant or multiplying by a constant.

The sample mean is the sum of all the observations in a sample divided by n, 
the number of observations.

Variance and standard deviation

The standard deviation is a commonly used measure of the spread of a distribu-
tion. It measures how far from the mean the observations typically are. The standard 
deviation is large if most observations are far from the mean, and it is small if most 
measurements lie close to the mean.

The standard deviation is calculated from the variance, another measure of 
spread. The standard deviation is simply the square root of the variance. The standard 
deviation is a more intuitive measure of the spread of a distribution (in part because it 
has the same units as the variable itself ), but the variance has mathematical properties 
that make it useful sometimes as well. The standard deviation from a sample is usu-
ally represented by the symbol s, and the sample variance is written as s2.

To calculate the variance from a sample of data, we must fi rst compute the devi-
ations. A deviation from the mean is the difference between a measurement and the 
mean (Yi - Y ).  Deviations for the measurements of snake undulation rate are listed in 
Table 3.1-1.

The best measure of the spread of this distribution isn’t just the average of the 
deviations (Yi - Y ),  because this average is always zero (the negative deviations 

Table 3.1-1  Quantities needed to calculate the standard deviation and variance of snake 
undulation rate (Y51.375 Hz).

Observations (Yi) Deviations (Yi - Y ) Squared deviations (Yi - Y )2

 0.9 –0.475  0.225625
 1.2 –0.175 0.030625
 1.2 –0.175 0.030625
 1.3 –0.075 0.005625
 1.4 0.025 0.000625
 1.4 0.025 0.000625
 1.6 0.225 0.050625
 2.0 0.625 0.390625

 Sum 0.000 0.735
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cancel the positive deviations). Instead, we need to average the squared deviations 
(the third column in Table 3.1-1) to fi nd the variance:

s2 =
a

n

i = 1
(Yi - Y )2

n - 1
.

By squaring each number, deviations above and below the mean contribute 
equally3 to the variance. The summation in the numerator (top part) of the formula,g (Yi - Y )2, is called the sum of squares of Y. Note that the denominator (bottom 
part) is n -  1 instead of n, the total number of observations. Dividing by n -  1 gives a 
more accurate estimate of the population variance.4 We provide a shortcut formula for 
the variance in the Quick Formula Summary (Section 3.7).

For the snake undulation data, the variance (rounded to hundredths) is

s2 =
0.735

7
= 0.11 Hz2.

The variance has units equal to the square of the units of the original data. To 
obtain the standard deviation, we take the square root of the variance:

s = A !(Yi - Y )2

n - 1
.

For the snake undulation data,

s = A 0.735
7

= 0.324037 Hz.

The standard deviation is never negative and has the same units as the observations 
from which it was calculated.

The standard deviation is a common measure of the spread of a distribution. It 
indicates just how different measurements typically are from the mean.

The standard deviation has a straightforward connection to the frequency distri-
bution. If the frequency distribution is bell shaped, like the example in Figure 2.2-4, 
then about two-thirds of the observations will lie within one standard deviation of 
the mean, and about 95% will lie within two standard deviations. In other words, 
about 67% of the data will fall between Y - s  and Y + s,  and about 95% will fall 
between Y - 2s  and Y + 2s.  For an in-depth discussion of standard deviation, 
see Chapter 10.

3.  We could have averaged the absolute values of the deviations instead, to yield the mean absolute devia-
tion. Averaging the square of the deviations is more  common because the result, the variance, has many 
more useful mathematical  properties. 

4. The reason is that the sample mean is itself calculated using each data point. Therefore, the measure-
ments in the sample are slightly closer on average to the sample mean than they are to the true popula-
tion mean. This causes a bias that is corrected by dividing by n21 instead of by n.
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cancel the positive deviations). Instead, we need to average the squared deviations 
(the third column in Table 3.1-1) to fi nd the variance:

s2 =
a

n

i = 1
(Yi - Y )2

n - 1
.

By squaring each number, deviations above and below the mean contribute 
equally3 to the variance. The summation in the numerator (top part) of the formula,g (Yi - Y )2, is called the sum of squares of Y. Note that the denominator (bottom 
part) is n -  1 instead of n, the total number of observations. Dividing by n -  1 gives a 
more accurate estimate of the population variance.4 We provide a shortcut formula for 
the variance in the Quick Formula Summary (Section 3.7).

For the snake undulation data, the variance (rounded to hundredths) is

s2 =
0.735

7
= 0.11 Hz2.

The variance has units equal to the square of the units of the original data. To 
obtain the standard deviation, we take the square root of the variance:

s = A !(Yi - Y )2

n - 1
.

For the snake undulation data,

s = A 0.735
7

= 0.324037 Hz.

The standard deviation is never negative and has the same units as the observations 
from which it was calculated.

The standard deviation is a common measure of the spread of a distribution. It 
indicates just how different measurements typically are from the mean.

The standard deviation has a straightforward connection to the frequency distri-
bution. If the frequency distribution is bell shaped, like the example in Figure 2.2-4, 
then about two-thirds of the observations will lie within one standard deviation of 
the mean, and about 95% will lie within two standard deviations. In other words, 
about 67% of the data will fall between Y - s  and Y + s,  and about 95% will fall 
between Y - 2s  and Y + 2s.  For an in-depth discussion of standard deviation, 
see Chapter 10.

3.  We could have averaged the absolute values of the deviations instead, to yield the mean absolute devia-
tion. Averaging the square of the deviations is more  common because the result, the variance, has many 
more useful mathematical  properties. 

4. The reason is that the sample mean is itself calculated using each data point. Therefore, the measure-
ments in the sample are slightly closer on average to the sample mean than they are to the true popula-
tion mean. This causes a bias that is corrected by dividing by n21 instead of by n.

© Roberts and Company Publishers, ISBN: 9781936221486, due June 16, 2014, For examination purposes only
FINALPAGES

variance

standard deviation
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cancel the positive deviations). Instead, we need to average the squared deviations 
(the third column in Table 3.1-1) to fi nd the variance:

s2 =
a

n

i = 1
(Yi - Y )2

n - 1
.

By squaring each number, deviations above and below the mean contribute 
equally3 to the variance. The summation in the numerator (top part) of the formula,g (Yi - Y )2, is called the sum of squares of Y. Note that the denominator (bottom 
part) is n -  1 instead of n, the total number of observations. Dividing by n -  1 gives a 
more accurate estimate of the population variance.4 We provide a shortcut formula for 
the variance in the Quick Formula Summary (Section 3.7).

For the snake undulation data, the variance (rounded to hundredths) is

s2 =
0.735

7
= 0.11 Hz2.

The variance has units equal to the square of the units of the original data. To 
obtain the standard deviation, we take the square root of the variance:

s = A !(Yi - Y )2

n - 1
.

For the snake undulation data,

s = A 0.735
7

= 0.324037 Hz.

The standard deviation is never negative and has the same units as the observations 
from which it was calculated.

The standard deviation is a common measure of the spread of a distribution. It 
indicates just how different measurements typically are from the mean.

The standard deviation has a straightforward connection to the frequency distri-
bution. If the frequency distribution is bell shaped, like the example in Figure 2.2-4, 
then about two-thirds of the observations will lie within one standard deviation of 
the mean, and about 95% will lie within two standard deviations. In other words, 
about 67% of the data will fall between Y - s  and Y + s,  and about 95% will fall 
between Y - 2s  and Y + 2s.  For an in-depth discussion of standard deviation, 
see Chapter 10.

3.  We could have averaged the absolute values of the deviations instead, to yield the mean absolute devia-
tion. Averaging the square of the deviations is more  common because the result, the variance, has many 
more useful mathematical  properties. 

4. The reason is that the sample mean is itself calculated using each data point. Therefore, the measure-
ments in the sample are slightly closer on average to the sample mean than they are to the true popula-
tion mean. This causes a bias that is corrected by dividing by n21 instead of by n.
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then about two-thirds of the observations will lie within one standard deviation of 
the mean, and about 95% will lie within two standard deviations. In other words, 
about 67% of the data will fall between Y - s  and Y + s,  and about 95% will fall 
between Y - 2s  and Y + 2s.  For an in-depth discussion of standard deviation, 
see Chapter 10.

3.  We could have averaged the absolute values of the deviations instead, to yield the mean absolute devia-
tion. Averaging the square of the deviations is more  common because the result, the variance, has many 
more useful mathematical  properties. 
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The most important spread statistics: variance and standard deviation 
(the accompanying statistics of spread for the mean)

Variance is the “average” 
squared deviation from the mean 
(units, here Hz, are squared, i.e.,
Hz2. 

Square root of the variance 
(in the same unit as the original variable).

Important measure:
“Sum of Squared

deviations from the mean”



Why is the sum of the 
squared deviations from 
the mean divided by n-1 
and not n?

We will understand this in 
a couple of lectures!
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cancel the positive deviations). Instead, we need to average the squared deviations 
(the third column in Table 3.1-1) to fi nd the variance:

s2 =
a

n

i = 1
(Yi - Y )2

n - 1
.

By squaring each number, deviations above and below the mean contribute 
equally3 to the variance. The summation in the numerator (top part) of the formula,g (Yi - Y )2, is called the sum of squares of Y. Note that the denominator (bottom 
part) is n -  1 instead of n, the total number of observations. Dividing by n -  1 gives a 
more accurate estimate of the population variance.4 We provide a shortcut formula for 
the variance in the Quick Formula Summary (Section 3.7).

For the snake undulation data, the variance (rounded to hundredths) is

s2 =
0.735

7
= 0.11 Hz2.

The variance has units equal to the square of the units of the original data. To 
obtain the standard deviation, we take the square root of the variance:

s = A !(Yi - Y )2

n - 1
.

For the snake undulation data,

s = A 0.735
7

= 0.324037 Hz.

The standard deviation is never negative and has the same units as the observations 
from which it was calculated.

The standard deviation is a common measure of the spread of a distribution. It 
indicates just how different measurements typically are from the mean.

The standard deviation has a straightforward connection to the frequency distri-
bution. If the frequency distribution is bell shaped, like the example in Figure 2.2-4, 
then about two-thirds of the observations will lie within one standard deviation of 
the mean, and about 95% will lie within two standard deviations. In other words, 
about 67% of the data will fall between Y - s  and Y + s,  and about 95% will fall 
between Y - 2s  and Y + 2s.  For an in-depth discussion of standard deviation, 
see Chapter 10.

3.  We could have averaged the absolute values of the deviations instead, to yield the mean absolute devia-
tion. Averaging the square of the deviations is more  common because the result, the variance, has many 
more useful mathematical  properties. 

4. The reason is that the sample mean is itself calculated using each data point. Therefore, the measure-
ments in the sample are slightly closer on average to the sample mean than they are to the true popula-
tion mean. This causes a bias that is corrected by dividing by n21 instead of by n.
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variance

The most important spread statistics: variance and standard deviation 
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Fig. 1. Relationship between x = log10(spatial mean) and y = log10(spatial vari-
ance) for crop yields as published in a meta-analysis comparing conventional
and organic yields in multiple field trials (Seufert et al., 2012), with (a) each
point representing one observation from one management system and (b) each
point representing one crop species from one management system. The organic
system is represented by the open circles and the dashed regression line ((a):
y  = a + bx,  with a = –1.255 ± 0.082, b = 1.799 ± 0.084 (S.E.), adj. R2 = 0.630, df = 266;
(b): a = –1.103 ± 0.129, b = 1.839 ± 0.119, adj. R2 = 0.882, df = 31). Conventional sys-
tems are shown by black triangles and the continuous regression line ((a):
a  = –1.447 ± 0.105, b = 1.90 ± 0.103, adj. R2 = 0.601, df = 226; (b): a = –1.237 ± 0.197,
b  = 1.810 ± 0.173, adj. R2 = 0.772). The slopes of the two regression lines were not sig-
nificantly different from each other in either case ((a): difference = –0.101 ± 0.132,
P  = 0.445; (b): difference = –0.030 ± 0.208, P = 0.887); the common slope for the two
systems was b = 1.837 ± 0.065 in (a); and b = 1.817 ± 0.103 in (b).

tic. The slopes of log(!2) against log(") for organic and conventional
systems were not significantly different (P = 0.445). Also, sepa-
rate intercepts for both systems were not significantly different
(P = 0.115), i.e., the most parsimonious model was a common linear
model for both systems.

The relationship between log(") and log(!2) was  not linear, con-
trary to TPL, as there was a highly significant (P < 0.001) positive
quadratic term when the organic and conventional systems were
analysed together. However, adding the quadratic term to the linear
model reduced the residual standard deviation (RSD) from 0.743 to
0.7293, i.e., by only 1.8%; accordingly, the convexity of the result-
ing function was  weak. The quadratic term was also significantly
positive when the two farming systems were analysed separately
(P < 0.01 for both systems), with a corresponding reduction in the
RSD by 1.6% and 2.1%, for the organic and conventional system,
respectively.

In the oats yield data only, the TPL regression had a significantly
negative slope. The oats data originated from three studies, with
estimates of means and variances being based on 2, 3 and 10 obser-
vations, respectively. When the dataset was restricted to studies for
which the means and variances were based on 10 or more observa-
tions, the slope of the TPL regression was positive (b = 2.78 ± 1.92,
df = 4, Adj. R2 = 0.1779, P = 0.223).

Fig. 2. Relationship between x = log10(mean) and y = log10(variance) for (a) grain
yields of 20 lentil genotypes (grey triangles) (Vlachostergios et al., 2011); and (b)
grain yields of 19 wheat genotypes (grey squares) (Jones et al., 2010). In both
datasets, each point represents one genotype in environments that varied in space,
time, and management. Statistics of regression lines are in Table 1.

The relationship between log(") and log(!2) for individual crop
species with ten or more observations per system in the filtered
dataset was  much less robust than when all crops were analysed
together (Table 1). For some crop species, namely maize, soybean,
barley and spinach, the regression slope was  not significantly dif-
ferent from zero. However, when individual observations were
averaged per crop within the systems, resulting in 66 observations
in total, the regression across all crop species of log(!2) against
log(") was  highly significant (Table 1, Fig. 1b). For this analysis
across crop species, there was no significant deviation from lin-
earity regardless of whether the organic and conventional systems
were analysed separately or together. Generally, high significance
and low S.E. values for the regression slopes were mainly observed
when the range of values spanned by log(")  was  large (Table 1).

For the lentil dataset (Vlachostergios et al., 2011), there was a
highly significant linear relationship between log(") and log(!2)
(Fig. 2, P < 0.001, df = 18) and no significant deviation from linearity
(P = 0.692, df = 17). When the means and variances were calculated
within management systems, the relationship between log(") and
log(!2) was evident for the conventional, but not the organic sys-
tems (Table 1). For neither of the two  systems considered separately
was there any significant quadratic term. However, significant het-
eroscedasticity (P < 0.05) was  found for the conventional lentil data
subset.

For the wheat dataset from Jones et al. (2010), variances and
means were calculated across environments for each variety. There
was a highly significant linear relationship between log(") and
log(!2) (Fig. 2). The wheat dataset showed a significant linear rela-
tionship between log(") and log(!2) in the organic, but not in the
conventional, systems (Table 1). The Goldfeld–Quandt test did not
detect significant heteroscedasticity in any subset of the data from
Jones et al. (2010).

The non-significant TPL slope for the conventionally grown
wheat yields from Jones et al. (2010) was  robust: omitting any
one of the six conventional environments from the dataset always
resulted in non-significant TPL slopes; the slopes had a negative
sign in five out of six cases and in the remaining case (when Met-
field data from the second year were omitted), the slope was  close
to zero (b = 0.09 ± 1.14). In comparison, the organic wheat yields
from Jones et al. (2010) retained positive TPL slopes with omis-
sion of individual environments (analyses not shown). In addition,
the TPL slopes of the conventional wheat remained non-significant
when both groups of wheat cultivars (milling cultivars and feed
cultivars, see original study) were analysed separately, whereas

Relationship between x=log10(mean) and y=log10(variance) for grain yields (biomass) of 
2 lentil genotypes. Each dot is a crop field. The two different symbols represent different 
genotypes. Study by Döring et al. (2015, Field Crops Research 183:294–302)

Variance (and standard deviation) often varies as a function of the mean 
(i.e., ”bigger things tend to vary more”)
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A relative metric of spread: the coefficient of variation (CV)  
often important when comparing groups of individuals belonging to different 

classes or variables with different units. 

Elephants have greater mass than mice, but they may vary less in mass than mice 
relative to their means.  When comparing variables that vary in variance and scale 
(e.g., oC and F), we may care more about the relative variation among individuals.
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This straightforward connection between the standard deviation and the frequency 
distribution diminishes when the frequency distribution deviates from the bell-shaped 
(normal) distribution. In such cases, the standard deviation is less informative about 
where the data lie in relation to the mean. This point is explored in greater detail in 
Section 3.3.

Rounding means, standard deviations, and other quantities

To avoid rounding errors when carrying out calculations of means, standard devia-
tions, and other descriptive statistics, always retain as many signifi cant digits as 
your calculator or computer can provide. Intermediate results written down on a 
page should also retain as many digits as feasible. Final results, however, should be 
rounded before being presented.

There are no strict rules on the number of signifi cant digits that should be retained 
when rounding. A common strategy, which we adopt here, is to round descriptive statis-
tics to one decimal place more than the measurements themselves. For example, 
the undulation rates in snakes were measured to a single decimal place (tenths). We 
therefore present descriptive statistics with two decimals (hundredths). The mean rate 
of undulation for the eight snakes, calculated as 1.375 Hz, would be communicated as

Y = 1.38 Hz.

Similarly, the standard deviation, calculated as 0.324037 Hz, would be reported as

 s = 0.32 Hz.

Note that even though we report the rounded value of the mean as Y = 1.38, we 
used the more exact value, Y = 1.375,  in the calculation of s to avoid rounding 
errors.

Coeffi cient of variation

For many traits, standard deviation and mean change together when organisms of dif-
ferent sizes are compared. Elephants have greater mass than mice and also more vari-
ability in mass. For many purposes, we care more about the relative variation among 
individuals. A gain of 10 g for an elephant is inconsequential, but it would double 
the mass of a mouse. On the other hand, an elephant that is 10% larger than the 
elephant mean may have something in common with a mouse that is 10% larger than the 
mouse mean. For these reasons, it is sometimes useful to express the standard devia-
tion relative to the mean. The coefficient of variation (CV) calculates the standard 
deviation as a percentage of the mean:

CV =
s
Y

: 100%.

A higher CV means that there is more variability, whereas a lower CV means 
that individuals are more consistently the same. For the snake undulation data, the
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coefficient of variation:

 Section 3.1  Arithmetic mean and standard deviation 71

coeffi cient of variation is

CV =  
0.324
1.375

100% = 24%.

The coeffi cient of variation makes sense only when all of the measurements are 
greater than or equal to zero.

The coeffi cient of variation is the standard deviation expressed as a percentage 
of the mean.

The coeffi cient of variation can also be used to compare the variability of traits 
that do not have the same units. If we wanted to ask, “What is more variable in ele-
phants, body mass or life span?” then the standard deviation is not very informative, 
because mass is measured in kilograms and life span is measured in years. The coeffi -
cient of variation would allow us to make this comparison.

Calculating mean and standard deviation 
from a frequency table

Sometimes the data include many tied observations and are given in a frequency 
table. The frequency table in Table 3.1-2, for example, lists the number of criminal 

Table 3.1-2 Number of criminal 
convictions of a cohort of 395 boys.

 Number of 
 convictions Frequency

 0 265
 1 49
 2 21
 3 19
 4 10
 5 10
 6 2
 7 2
 8 4
 9 2
 10 1
 11 4
 12 3
 13 1
 14 2

 Total 395
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Snake undulation data:

A higher CV means that there is more 
variability relative to the mean when 
compared to a lower CV.



A relative metric of spread: the coefficient of variation (CV)  
often important when comparing groups of individuals belonging to different 

classes or variables with different units. 

!X s CV

1 2 3 4 2.5 1.29 51.7%

31 32 33 34 32.5 1.29 3.97

204 205 206 207 205.5 1.29 0.63

1300 1301 1302 1303 1301.5 1.29 0.10

Making the coefficient of variation (CV) more obvious! 



before we go too far: A word on rounding numerical values

- When recording data, always retain as many significant 
digits (often involving decimals places) as your calculator or 
computer can provide.

- When presenting results, however, numbers should be 
rounded before being presented.

- There are no strict rules on the number of significant digits 
that should be retained when rounding.

- A common strategy, is to round descriptive statistics (e.g., 
means, standard deviations, etc) to one decimal place more 
than the measurements themselves.

Example: the mean rate of undulation for the eight snakes (measured with a single 
decimal place; e.g., 0.9), calculated as 1.375 Hz, would be communicated as: 
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This straightforward connection between the standard deviation and the frequency 
distribution diminishes when the frequency distribution deviates from the bell-shaped 
(normal) distribution. In such cases, the standard deviation is less informative about 
where the data lie in relation to the mean. This point is explored in greater detail in 
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Rounding means, standard deviations, and other quantities

To avoid rounding errors when carrying out calculations of means, standard devia-
tions, and other descriptive statistics, always retain as many signifi cant digits as 
your calculator or computer can provide. Intermediate results written down on a 
page should also retain as many digits as feasible. Final results, however, should be 
rounded before being presented.

There are no strict rules on the number of signifi cant digits that should be retained 
when rounding. A common strategy, which we adopt here, is to round descriptive statis-
tics to one decimal place more than the measurements themselves. For example, 
the undulation rates in snakes were measured to a single decimal place (tenths). We 
therefore present descriptive statistics with two decimals (hundredths). The mean rate 
of undulation for the eight snakes, calculated as 1.375 Hz, would be communicated as

Y = 1.38 Hz.

Similarly, the standard deviation, calculated as 0.324037 Hz, would be reported as

 s = 0.32 Hz.

Note that even though we report the rounded value of the mean as Y = 1.38, we 
used the more exact value, Y = 1.375,  in the calculation of s to avoid rounding 
errors.

Coeffi cient of variation

For many traits, standard deviation and mean change together when organisms of dif-
ferent sizes are compared. Elephants have greater mass than mice and also more vari-
ability in mass. For many purposes, we care more about the relative variation among 
individuals. A gain of 10 g for an elephant is inconsequential, but it would double 
the mass of a mouse. On the other hand, an elephant that is 10% larger than the 
elephant mean may have something in common with a mouse that is 10% larger than the 
mouse mean. For these reasons, it is sometimes useful to express the standard devia-
tion relative to the mean. The coefficient of variation (CV) calculates the standard 
deviation as a percentage of the mean:

CV =
s
Y

: 100%.

A higher CV means that there is more variability, whereas a lower CV means 
that individuals are more consistently the same. For the snake undulation data, the
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0.9, 1.4, 1.2, 1.2, 1.3, 2.0, 1.4, 1.6



wake up

@cjlortie

Let’s take a break – 2 minutes



Arithmetic mean versus median – the second most common statistic to 
describe the location of a frequency distribution

Arithmetic mean is influenced by how unbalanced (i.e., asymmetric) the 
distribution is by extreme values.

THE UK INCOME DISTRIBUTION IN 2006/7
Number of individuals (millions)

Income, ￡per week

Median, ￡377
Mean, ￡463Mean, ￡463

Median: 50% of 
individuals makes more 
than ￡377/week and 
50% makes less than 

￡377/week  

The median is the middle measure (value) of a set of observations (distribution).



Arithmetic mean versus median – the second most common statistic to 
describe the location of a frequency distribution

Arithmetic mean is influenced by how unbalanced (i.e., asymmetric) the 
distribution is by extreme values.

The median is the middle measure (value) of a set of observations (distribution).

The fewer rich (income on the 
right of the distribution) drives 
the mean to be larger than 
the median.  The median 
here is about what the 
average person makes it, and 
the mean is about the 
average salary of people. 



Arithmetic mean versus median – the second most common statistic to 
describe the location of a frequency distribution

Should we scare the 
the opposition by 
announcing our 
mean or calm them 
by announcing our 
median height?

The mean is more sensitive to extreme (large or small) values 
than the median, which is good for inference. But depending on 
the distribution, however, the mean is too influenced by extreme 
values.  



Frequency distributions of species body size

Study by Gorman and Hone (2012, PLOS ONE 8: 10.1371) 

Dinosaurs (extinct) Extant birds

Arithmetic mean versus median – symmetry of the frequency distribution 

Median < MeanMedian > Mean



Histogram from https://stats.stackexchange.com/questions/89179/real-life-examples-of-distributions-with-negative-
skewness

Arithmetic mean versus median – symmetry of the frequency distribution 

Frequency distribution of age at death of Australian males, 2012

Median > Mean



If the number of observations (n) is odd, then the 
median is the middle observation: 

Values in the distribution (mm):
7, 12, 5, 9, 8, 5, 15, 13, 3

Order values (mm):
3, 5, 5, 7, 8, 9, 12, 13, 15

Median = 8.0 mm
(4 observations in each side of the distribution)

The median is the middle measures of a set of observations (distribution)



If the number of observations (n) is odd, then the 
median is the middle observation: 

Ordered values (mm):
3, 5, 5, 7, 8, 9, 12, 13, 15

Median = 8.0 mm (Y5)
(4 observations in each side of the distribution)
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or interquartile range, another measure of the spread of the distribution. We defi ne 
and demonstrate these concepts with the help of Example 3.2.

  I’d give my right arm for a female

Male spiders in the genus Tidarren are tiny, weigh-
ing only about 1% as much as females. They also 
have disproportionately large pedipalps, copula-
tory organs that make up about 10% of a male’s 
mass. (See the adjacent photo; the pedipalps are 
indicated by arrows.) Males load the pedipalps 
with sperm and then search for females to insem-
inate. Astonishingly, male Tidarren spiders vol-
untarily amputate one of their two organs, right 
or left, just before sexual maturity. Why do they do this? Perhaps speed is important to 
males searching for females, and amputation increases running performance. To test this 
hypothesis, Ramos et al. (2004) used video to measure the running speed of males on 
strands of spider silk. The data are presented in Table 3.2-1.

Table 3.2-1 Running speed (cm/s) of male Tidarren spiders before and after voluntary ampu-
tation of a pedipalp.

 Speed Speed  Speed Speed
Spider before after Spider before after

 1 1.25 2.40  9 2.98 3.70
 2 2.94 3.50 10 3.55 4.70
 3 2.38 4.49 11 2.84 4.94
 4 3.09 3.17 12 1.64 5.06
 5 3.41 5.26 13 3.22 3.22
 6 3.00 3.22 14 2.87 3.52
 7 2.31 2.32 15 2.37 5.45
 8 2.93 3.31 16 1.91 3.40

The median

The median is the middle observation in a set of data, the measurement that parti-
tions the ordered measurements into two halves. To calculate the median, fi rst sort the 
sample observations from smallest to largest. The sorted measurements of running 
speed of male spiders before amputation (Table 3.2-1) are 1.25, 1.64, 1.91, 2.31, 2.37, 
2.38, 2.84, 2.87, 2.93, 2.94, 2.98, 3.00, 3.09, 3.22, 3.41, 3.55 in cm>s. Let Y(i) refer 
to the ith sorted observation, so Y(1) is 1.25, Y(2) is 1.64, Y(3) is 1.91, and so on. If the 
number of observations (n) is odd, then the median is the middle observation:

Median = Y([n + 1]>2).

EXAMPLE

3.2
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=Y([9+1]/2)= Y5

The median is the middle measures of a set of observations (distribution)



If the number of observations (n) is even, then the median is 
calculated differently: 
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or interquartile range, another measure of the spread of the distribution. We defi ne 
and demonstrate these concepts with the help of Example 3.2.

  I’d give my right arm for a female

Male spiders in the genus Tidarren are tiny, weigh-
ing only about 1% as much as females. They also 
have disproportionately large pedipalps, copula-
tory organs that make up about 10% of a male’s 
mass. (See the adjacent photo; the pedipalps are 
indicated by arrows.) Males load the pedipalps 
with sperm and then search for females to insem-
inate. Astonishingly, male Tidarren spiders vol-
untarily amputate one of their two organs, right 
or left, just before sexual maturity. Why do they do this? Perhaps speed is important to 
males searching for females, and amputation increases running performance. To test this 
hypothesis, Ramos et al. (2004) used video to measure the running speed of males on 
strands of spider silk. The data are presented in Table 3.2-1.

Table 3.2-1 Running speed (cm/s) of male Tidarren spiders before and after voluntary ampu-
tation of a pedipalp.

 Speed Speed  Speed Speed
Spider before after Spider before after

 1 1.25 2.40  9 2.98 3.70
 2 2.94 3.50 10 3.55 4.70
 3 2.38 4.49 11 2.84 4.94
 4 3.09 3.17 12 1.64 5.06
 5 3.41 5.26 13 3.22 3.22
 6 3.00 3.22 14 2.87 3.52
 7 2.31 2.32 15 2.37 5.45
 8 2.93 3.31 16 1.91 3.40

The median

The median is the middle observation in a set of data, the measurement that parti-
tions the ordered measurements into two halves. To calculate the median, fi rst sort the 
sample observations from smallest to largest. The sorted measurements of running 
speed of male spiders before amputation (Table 3.2-1) are 1.25, 1.64, 1.91, 2.31, 2.37, 
2.38, 2.84, 2.87, 2.93, 2.94, 2.98, 3.00, 3.09, 3.22, 3.41, 3.55 in cm>s. Let Y(i) refer 
to the ith sorted observation, so Y(1) is 1.25, Y(2) is 1.64, Y(3) is 1.91, and so on. If the 
number of observations (n) is odd, then the median is the middle observation:

Median = Y([n + 1]>2).

EXAMPLE

3.2
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Tidarren (spider)

It gives an “arm” (or a pedipalp) 
for a female spider.
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or interquartile range, another measure of the spread of the distribution. We defi ne 
and demonstrate these concepts with the help of Example 3.2.

  I’d give my right arm for a female

Male spiders in the genus Tidarren are tiny, weigh-
ing only about 1% as much as females. They also 
have disproportionately large pedipalps, copula-
tory organs that make up about 10% of a male’s 
mass. (See the adjacent photo; the pedipalps are 
indicated by arrows.) Males load the pedipalps 
with sperm and then search for females to insem-
inate. Astonishingly, male Tidarren spiders vol-
untarily amputate one of their two organs, right 
or left, just before sexual maturity. Why do they do this? Perhaps speed is important to 
males searching for females, and amputation increases running performance. To test this 
hypothesis, Ramos et al. (2004) used video to measure the running speed of males on 
strands of spider silk. The data are presented in Table 3.2-1.

Table 3.2-1 Running speed (cm/s) of male Tidarren spiders before and after voluntary ampu-
tation of a pedipalp.

 Speed Speed  Speed Speed
Spider before after Spider before after

 1 1.25 2.40  9 2.98 3.70
 2 2.94 3.50 10 3.55 4.70
 3 2.38 4.49 11 2.84 4.94
 4 3.09 3.17 12 1.64 5.06
 5 3.41 5.26 13 3.22 3.22
 6 3.00 3.22 14 2.87 3.52
 7 2.31 2.32 15 2.37 5.45
 8 2.93 3.31 16 1.91 3.40

The median

The median is the middle observation in a set of data, the measurement that parti-
tions the ordered measurements into two halves. To calculate the median, fi rst sort the 
sample observations from smallest to largest. The sorted measurements of running 
speed of male spiders before amputation (Table 3.2-1) are 1.25, 1.64, 1.91, 2.31, 2.37, 
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to the ith sorted observation, so Y(1) is 1.25, Y(2) is 1.64, Y(3) is 1.91, and so on. If the 
number of observations (n) is odd, then the median is the middle observation:

Median = Y([n + 1]>2).

EXAMPLE

3.2
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Running speed (cm/s) of male Tidarren spiders before 
and after voluntary amputation of one pedipalp.

Oxyopes salticus

The median is the middle measures of a set of observations (distribution)
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or interquartile range, another measure of the spread of the distribution. We defi ne 
and demonstrate these concepts with the help of Example 3.2.
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ing only about 1% as much as females. They also 
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tory organs that make up about 10% of a male’s 
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indicated by arrows.) Males load the pedipalps 
with sperm and then search for females to insem-
inate. Astonishingly, male Tidarren spiders vol-
untarily amputate one of their two organs, right 
or left, just before sexual maturity. Why do they do this? Perhaps speed is important to 
males searching for females, and amputation increases running performance. To test this 
hypothesis, Ramos et al. (2004) used video to measure the running speed of males on 
strands of spider silk. The data are presented in Table 3.2-1.
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 6 3.00 3.22 14 2.87 3.52
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The median
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tions the ordered measurements into two halves. To calculate the median, fi rst sort the 
sample observations from smallest to largest. The sorted measurements of running 
speed of male spiders before amputation (Table 3.2-1) are 1.25, 1.64, 1.91, 2.31, 2.37, 
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to the ith sorted observation, so Y(1) is 1.25, Y(2) is 1.64, Y(3) is 1.91, and so on. If the 
number of observations (n) is odd, then the median is the middle observation:

Median = Y([n + 1]>2).

EXAMPLE

3.2
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 Section 3.2  Median and interquartile range 75

If the number of observations is even, as in the spider data, then the median is the 
average of the middle pair:

Median = [Y(n>2) + Y(n>2 + 1)]>2.

Thus, n>2 = 8, Y(8) = 2.87, and Y(9) = 2.93 for the spider data (before amputation). 
The median is the average of these two numbers:

Median = (2.87 +  2.93)/2 = 2.90 cm/s.

The median is the middle measurement of a set of observations.

The interquartile range

Quartiles are values that partition the data into quarters. The fi rst quartile is the mid-
dle value of the measurements lying below the median. The second quartile is the 
median. The third quartile is the middle value of the measurements larger than the 
median. The interquartile range (IQR) is the span of the middle half of the data, 
from the fi rst quartile to the third quartile:

Interquartile range = third quartile - fi rst quartile.

Figure 3.2-1 shows the meaning of the median, fi rst quartile, third quartile, and 
interquartile range for the spider data set (before amputation).

MedianFirst quartile Third quartile

Interquartile range

1.25 1.64 1.91 2.31 2.37 2.38 2.84 2.87 2.93 2.94 2.98 3.00 3.09 3.22 3.41 3.55

FIGURE 3.2-1 The first quartile, median, and third quartile break the data set into four 
equal portions. The median is the middle value, and the first and third quartiles are the 
middles of the first and second halves of the data. The interquartile range is the span of 
the middle half of the data.

The fi rst step in calculating the interquartile range is to compute the fi rst and third 
quartiles, as follows.5

For the fi rst quartile, calculate

j = 0.25n,

5. Don’t be surprised if your computer program gives slightly different values from ours for the quartiles 
and the interquartile range. The method given here is  simple to calculate, but it does not give the most 
accurate estimates of the  population quantities. Several improved methods are available (Hyndman and 
Fan 1996).
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Median (speed before) = M = 2.90 cm/s
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If the number of observations is even, as in the spider data, then the median is the 
average of the middle pair:

Median = [Y(n>2) + Y(n>2 + 1)]>2.

Thus, n>2 = 8, Y(8) = 2.87, and Y(9) = 2.93 for the spider data (before amputation). 
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MedianFirst quartile Third quartile

Interquartile range

1.25 1.64 1.91 2.31 2.37 2.38 2.84 2.87 2.93 2.94 2.98 3.00 3.09 3.22 3.41 3.55

FIGURE 3.2-1 The first quartile, median, and third quartile break the data set into four 
equal portions. The median is the middle value, and the first and third quartiles are the 
middles of the first and second halves of the data. The interquartile range is the span of 
the middle half of the data.

The fi rst step in calculating the interquartile range is to compute the fi rst and third 
quartiles, as follows.5

For the fi rst quartile, calculate

j = 0.25n,

5. Don’t be surprised if your computer program gives slightly different values from ours for the quartiles 
and the interquartile range. The method given here is  simple to calculate, but it does not give the most 
accurate estimates of the  population quantities. Several improved methods are available (Hyndman and 
Fan 1996).
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If the number of observations is even, as in the spider data, then the median is the 
average of the middle pair:

Median = [Y(n>2) + Y(n>2 + 1)]>2.

Thus, n>2 = 8, Y(8) = 2.87, and Y(9) = 2.93 for the spider data (before amputation). 
The median is the average of these two numbers:

Median = (2.87 +  2.93)/2 = 2.90 cm/s.

The median is the middle measurement of a set of observations.

The interquartile range

Quartiles are values that partition the data into quarters. The fi rst quartile is the mid-
dle value of the measurements lying below the median. The second quartile is the 
median. The third quartile is the middle value of the measurements larger than the 
median. The interquartile range (IQR) is the span of the middle half of the data, 
from the fi rst quartile to the third quartile:

Interquartile range = third quartile - fi rst quartile.

Figure 3.2-1 shows the meaning of the median, fi rst quartile, third quartile, and 
interquartile range for the spider data set (before amputation).
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Interquartile range

1.25 1.64 1.91 2.31 2.37 2.38 2.84 2.87 2.93 2.94 2.98 3.00 3.09 3.22 3.41 3.55

FIGURE 3.2-1 The first quartile, median, and third quartile break the data set into four 
equal portions. The median is the middle value, and the first and third quartiles are the 
middles of the first and second halves of the data. The interquartile range is the span of 
the middle half of the data.

The fi rst step in calculating the interquartile range is to compute the fi rst and third 
quartiles, as follows.5

For the fi rst quartile, calculate

j = 0.25n,

5. Don’t be surprised if your computer program gives slightly different values from ours for the quartiles 
and the interquartile range. The method given here is  simple to calculate, but it does not give the most 
accurate estimates of the  population quantities. Several improved methods are available (Hyndman and 
Fan 1996).
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For an even number of 
observations, the median is the 
average of the two central 
numbers.

2.900 cm/s

The median is the middle measures of a set of observations (distribution)



!X Median

1 2 3 4 5 3 3

1 2 3 4 489 99.8 3

1 2 3 4 6 3.2 3

Arithmetic mean versus median – the second most common statistic to 
describe the location of a frequency distribution

Making it obvious how extreme values influence more the
mean than the median! 
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abundant at Organ Pipe Cactus National Monument, accounting for a large fraction of 
all individual birds encountered in the survey.

Describing the shape of a histogram

The histogram reveals the shape of a frequency distribution. Some of the most com-
mon shapes are displayed in Figure 2.2-4. Any interval of the frequency  distribution 
that is noticeably more frequent than surrounding intervals is called a peak. The 
mode is the interval corresponding to the highest peak. For example, a bell-shaped 
frequency distribution has a single peak (the mode) in the center of the range of obser-
vations. A frequency distribution having two distinct peaks is said to be bimodal.

The mode is the interval corresponding to the highest peak in the frequency 
distribution.

Uniform Bell–shaped Asymmetric (skewed) Bimodal

FIGURE 2.2-4 Some possible shapes of frequency distributions.

A frequency distribution is symmetric if the pattern of frequencies on the left half 
of the histogram is the mirror image of the pattern on the right half. The uniform 
distribution and the bell-shaped distribution in Figure 2.2-4 are symmetric. If a fre-
quency distribution is not symmetric, we say that it is skewed. The distribution in 
Figure 2.2-4 labeled “Asymmetric” has left or negative skew: it has a long tail extend-
ing to the left. The distribution in Figure 2.2-4 labeled “Bimodal” is also asymmetric 
but is positively skewed: its long tail is to the right.4 The abundance data for desert 
bird species also have positive skew (Figure 2.2-3), which means they have a long tail 
extending to the right.

Skew refers to asymmetry in the shape of a frequency distribution for a numer-
ical variable.

Extreme data points lying well away from the rest of the data are called outliers. 
The histogram of desert bird abundance (Figure 2.2-3) includes one extreme observa-

4. The nomenclature of skew seems backward to many people. Focus on the sharp tail of the distribution 
extending to the left in the third distribution in Figure 2.2-4. We say it is skewed left (or has a negative 
skew) because it seems to have a “skewer” sticking out to the left toward negative numbers, like the 
skewer through a shish kebab.

© Roberts and Company Publishers, ISBN: 9781936221486, due June 16, 2014, For examination purposes only
FINALPAGES

Arithmetic mean versus median

Arithmetic mean is influenced by how unbalanced (i.e., asymmetric) the 
distribution becomes as a consequence of containing extreme values

Mean equals 
the median

Mean equals 
the median

Mean smaller 
than the median

Mean greater 
than the median

Symmetric
distributions

Asymmetric
distributions

Mean Median Median Mean 



Asymmetric distributions (skewed)

Arithmetic mean versus median

Arithmetic mean is influenced by how unbalanced (i.e., asymmetric) the 
distribution becomes as a consequence of containing extreme values

Right (or Positive skewed)Left (or Negative) skewedAsymmetric distributions
can be either left or 
positive skewed. 

The rule based based on where
mean is in contrast to median
works well particularly for
large data (> 30 observations).
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Mean or Median? Consider Skewness

• Few small values.
• > 1/2 of values 

exceed the mean.

• As many large 
as small values.

• ~ 1/2 of values 
exceed the 
mean.

• Few large values.
• > 1/2 of values 

are less than the 
mean.

For measures like income, medians are generally preferable to means.
This is because populations are right-skewed (there are few very rich people), and we 
care more about the average person than the average of people.

Left Skewed
(asymmetric)

Not Skewed
(symmetric)

Right Skewed
(asymmetric)


