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Graphs: 
The art of designing information

“A picture tells a thousand 
words”
- Lake Blanche

1

Graphs are used to try to tell a story

…and to make a point

“That’s the last time I go on 
vacation”
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General definition of a graph

- Visual representation of a relationship 
between two or three variables (and more 
sometimes).

- Variables can be of any type (e.g., 
categorical or numerical).

- They commonly consist of two axes: x-axis 
(horizontal or abscissa) and y-axis (vertical 
or ordinate). 
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Average serotonin (“happy chemical”) levels in the central nervous systems of desert 
locusts that were experimentally crowded for 0 (control group), 1 and 2 hours.

1 individual measured per cage of 30 individuals (i.e., control = 8 cages, 1 hour = 11 
cages, 2 hours = 10 cages; total of (29 cages x 30) = 870 individuals were used for 

crowding but less individuals were measured as explained above). 

https://www.aljazeera.com/news/2020/02/south-sudan-hit-desert-
locust-swarm-plague-spreads-200219050015190.html

Y-axis
(also

numerical)

X-axis (numerical)

Dots represent averages 
per cage; horizontal bars 

within treatments 
represent average values 

(average of cage averages)
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A graph tells a “thousand numbers”!

870 individual desert locusts

5

Why graphs?
- Powerful way of summarizing data that is 

easy to read (i.e., quick and direct).
- Highlight the most important information 

(i.e., facilitate communication).
- Facilitate (summarize) data understanding.
- Help convince others.
- Easy to remember (general trends).
- Aid in detecting unusual features in data.
- Tell stories.

6
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Types of graphs
There are lots of types of graphs! The most 
commons (and covered in BIOL322) are:

- Bar graph
- Pie chart
- Histogram
- Line graph
- Scatter plot
- Strip chart
- Graphs of data distributions
     (box plots, histograms, violin plot)

TODAY

7

There are a lots of types of graphs! 

Types of graphs

8

BAR GRAPH: Vertical or horizontal columns (bars) representing 
the distribution of a numerical variable against one or more 
categorical variable. 

Activities of people at the time 
they were killed by tigers near 
Chitwan National Park (Nepal) 
between 1979-2006; n=88

Activity - categorical
Frequency - numerical 

(discrete)

32 Chapter 2  Displaying data

 The table shows that more people were killed while collecting grass and fodder 
for their livestock than when doing any other activity. The number of deaths under 
this activity was four times that of the next category of activity (collecting non-timber 
forest products) and is related to the amount of time people spend carrying out these 
activities.

The differences in frequency stand out even more vividly in the bar graph shown in 
Figure 2.2-1. In a bar graph, frequency is depicted by the height of rectangular bars. 
Unlike a frequency table, a bar graph does not usually present the actual numbers. 
Instead, the graph gives a clear picture of how steeply the numbers drop between cat-
egories. Some activities are much more common than others, and we don’t need the 
actual numbers to see this.
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Making a good bar graph

The top edge of each bar conveys all the information about frequency, but the eye also 
compares the areas of the bars, which must therefore be of equal width. It is crucial 
that the baseline of the y-axis is at zero—otherwise, the area and height of bars are 
out of proportion with actual magnitudes and so are misleading.

When the categorical variable is nominal, as in Figure 2.2-1 and Table 2.2-1, the 
best way to arrange categories is by frequency of occurrence. The most frequent cat-
egory goes fi rst, the next most frequent category goes second, and so on. This aids in 
the visual presentation of the information. For an ordinal categorical variable, such 
as snakebite severity score, the values should be in the natural order (e.g., minimally 
severe, moderately severe, and very severe). Bars should stand apart, not be fused 
together. It is a good habit to provide the total number of observations (n) in the fi gure 
legend.

FIGURE 2.2-1
Bar graph showing the activities of people at the time 
they were attacked and killed by tigers n  ear Chitwan 
National Park, Nepal, between 1979 and 2006. Total 
number of deaths: n = 88. The frequencies are taken 
from Table 2.2-1, which also gives more detailed 
labels of activities.
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BAR GRAPHS are usually better than pie charts
Activities of people at the time they were killed by tigers near 
Chitwan National Park (Nepal) between 1979-2006; n=88

32 Chapter 2  Displaying data

 The table shows that more people were killed while collecting grass and fodder 
for their livestock than when doing any other activity. The number of deaths under 
this activity was four times that of the next category of activity (collecting non-timber 
forest products) and is related to the amount of time people spend carrying out these 
activities.

The differences in frequency stand out even more vividly in the bar graph shown in 
Figure 2.2-1. In a bar graph, frequency is depicted by the height of rectangular bars. 
Unlike a frequency table, a bar graph does not usually present the actual numbers. 
Instead, the graph gives a clear picture of how steeply the numbers drop between cat-
egories. Some activities are much more common than others, and we don’t need the 
actual numbers to see this.
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Making a good bar graph

The top edge of each bar conveys all the information about frequency, but the eye also 
compares the areas of the bars, which must therefore be of equal width. It is crucial 
that the baseline of the y-axis is at zero—otherwise, the area and height of bars are 
out of proportion with actual magnitudes and so are misleading.

When the categorical variable is nominal, as in Figure 2.2-1 and Table 2.2-1, the 
best way to arrange categories is by frequency of occurrence. The most frequent cat-
egory goes fi rst, the next most frequent category goes second, and so on. This aids in 
the visual presentation of the information. For an ordinal categorical variable, such 
as snakebite severity score, the values should be in the natural order (e.g., minimally 
severe, moderately severe, and very severe). Bars should stand apart, not be fused 
together. It is a good habit to provide the total number of observations (n) in the fi gure 
legend.

FIGURE 2.2-1
Bar graph showing the activities of people at the time 
they were attacked and killed by tigers n  ear Chitwan 
National Park, Nepal, between 1979 and 2006. Total 
number of deaths: n = 88. The frequencies are taken 
from Table 2.2-1, which also gives more detailed 
labels of activities.
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 Section 2.2  Showing data for one variable 33

A bar graph is usually better than a pie chart

The pie chart is another type of graph often used to display frequencies of a categor-
ical variable. This method uses colored wedges around the circumference of a circle 
to represent frequency or relative frequency. Figure 2.2-2 shows the tiger data again, 
this time in a pie chart. This graphical method is reminiscent of Florence Nightin-
gale’s wedge diagram shown at the beginning of this chapter.

ToiletWalking
Sleeping in house

Fuelwood/timber
Disturbing tiger kill

Herding

Fishing

Forest products

Grass/fodder

The pie chart has received a lot of criticism from experts in information graphics. 
One reason is that while it is straightforward to visualize the frequency of deaths in 
the fi rst and most frequent category (Collecting grass/fodder), it is more diffi cult to 
compare frequencies in the remaining categories by eye. This problem worsens as 
the number of categories increases. Another reason is that it is very diffi cult to com-
pare frequencies between two or more pie charts side by side, especially when there 
are many categories. To compensate, pie charts are often drawn with the frequencies 
added as text around the circle perimeter. The result is not better than a table. The 
shape of a frequency distribution is more readily perceived in a bar graph than a pie 
chart, and it is easier to compare frequencies between two or more bar graphs than 
between pie charts. Use the bar graph instead of the pie chart for showing frequencies 
in categorical data. 

  Showing numerical data: frequency table and histogram 

A frequency distribution for a numerical variable can be displayed either in a fre-
quency table or in a histogram. A histogram uses area of rectangular bars to display 
frequency. The data values are split into consecutive intervals, or “bins,” usually of 
equal width, and the frequency of observations falling into each bin is displayed.

A histogram uses the area of rectangular bars to display the frequency distribu-
tion (or relative frequency distribution) of a numerical variable.

We discuss how histograms are made in greater detail using the data in Example 
2.2B.

FIGURE 2.2-2
Pie chart of the activities of people at the time 
they were attacked and killed by tigers near 
Chitwan National Park, Nepal. The frequencies 
are taken from Table 2.2-1.Total number of 
deaths: n = 88.
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BAR GRAPH: Two categorical variables (often from a  
                         contingency table)

Is reproduction risky to health? 

Treatment (egg removal/control) & outcome (malaria – yes/no) - categorical
Frequency - numerical (discrete)

Control group Egg-removal group Row total

Malaria 7 15 22

No Malaria 28 15 43

Column total 35 30 65

Parus major

Female birds put more energy in generating eggs to make up for 
those removed, thus reducing energy allocation towards 
immunocompetence.

11

Is reproduction (explanatory variable) risky to health 
(response variable)? 

Control group Egg-removal 
group

Row total

Malaria 7 15 22
No Malaria 28 15 43
Column total 35 30 65

response 
variable

explanatory variable

Treatment (egg removal/control) & outcome (malaria – yes/no) - categorical
Frequency - numerical (discrete)

Parus major

egg removal forces females to produce additional 
eggs (i.e., increase reproduction)

BAR GRAPH: Two categorical variables (often from a  
                         contingency table)

12
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40 Chapter 2  Displaying data

ments suggests that the stress of egg removal, or the effort involved in producing one 
extra egg, increases female susceptibility to avian malaria.

A contingency table gives the frequency of occurrence of all combinations of 
two (or more) categorical variables.

Table 2.3-1 is an example of a 2 ! 2 (“two-by-two”) contingency table, because 
it displays the frequency of occurrence of all combinations of two variables, each 
having exactly two categories. Larger contingency tables are possible if the variables 
have more than two categories.

Two types of graph work best for displaying the relationship between a pair of 
categorical variables. The grouped bar graph uses heights of rectangles to graph 
the frequency of occur rence of all combinations of two (or more) categorical vari-
ables. Figure 2.3-1 shows the grouped bar graph for the avian malaria experiments. 
Grouped bar graphs are like bar graphs for single variables, except that different cat-
egories of the response variable (e.g., malaria and no malaria) are indicated by differ-
ent colors or shades. Bars are grouped by the categories of the explanatory variable 
treatment (control and egg removal), so make sure that the spaces between bars from 
different groups are wider than the spaces between bars separating categories of the 
response variable. We can see from the grouped bar graph in Figure 2.3-1 that inci-
dence of malaria is associated with treatment, because the relative heights of the bars 
for malaria and no malaria differ between treatments. Most birds in the control group 
had no malaria (the yellow bar is much taller than the red bar), whereas in the experi-
mental group, the frequency of subjects with and without malaria was equal.
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A grouped bar graph uses the height of rectangular bars to display the fre-
quency distributions (or relative frequency distributions) of two or more cate-
gorical variables.

A mosaic plot is similar to a grouped bar plot except that bars within treatment 
groups are stacked on top of one another (Figure 2.3-2). Within a stack, bar area 
and height indicate the relative frequencies (i.e., the proportion) of the responses. 
This makes it easy to see the association between treatment and response variables: 

FIGURE 2.3-1
Grouped bar graph for reproductive effort and 
avian malaria in great tits. The data are from 
Table 2.3-1, where n " 65 birds.
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Treatment (egg removal/control) & outcome (malaria – yes/no) - categorical
Frequency - numerical (discrete)

BAR GRAPH: Two categorical variables (often from a  
                         contingency table)
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40 Chapter 2  Displaying data

ments suggests that the stress of egg removal, or the effort involved in producing one 
extra egg, increases female susceptibility to avian malaria.

A contingency table gives the frequency of occurrence of all combinations of 
two (or more) categorical variables.

Table 2.3-1 is an example of a 2 ! 2 (“two-by-two”) contingency table, because 
it displays the frequency of occurrence of all combinations of two variables, each 
having exactly two categories. Larger contingency tables are possible if the variables 
have more than two categories.

Two types of graph work best for displaying the relationship between a pair of 
categorical variables. The grouped bar graph uses heights of rectangles to graph 
the frequency of occur rence of all combinations of two (or more) categorical vari-
ables. Figure 2.3-1 shows the grouped bar graph for the avian malaria experiments. 
Grouped bar graphs are like bar graphs for single variables, except that different cat-
egories of the response variable (e.g., malaria and no malaria) are indicated by differ-
ent colors or shades. Bars are grouped by the categories of the explanatory variable 
treatment (control and egg removal), so make sure that the spaces between bars from 
different groups are wider than the spaces between bars separating categories of the 
response variable. We can see from the grouped bar graph in Figure 2.3-1 that inci-
dence of malaria is associated with treatment, because the relative heights of the bars 
for malaria and no malaria differ between treatments. Most birds in the control group 
had no malaria (the yellow bar is much taller than the red bar), whereas in the experi-
mental group, the frequency of subjects with and without malaria was equal.
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A grouped bar graph uses the height of rectangular bars to display the fre-
quency distributions (or relative frequency distributions) of two or more cate-
gorical variables.

A mosaic plot is similar to a grouped bar plot except that bars within treatment 
groups are stacked on top of one another (Figure 2.3-2). Within a stack, bar area 
and height indicate the relative frequencies (i.e., the proportion) of the responses. 
This makes it easy to see the association between treatment and response variables: 

FIGURE 2.3-1
Grouped bar graph for reproductive effort and 
avian malaria in great tits. The data are from 
Table 2.3-1, where n " 65 birds.
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BAR GRAPH: Two categorical variables (often from a  
                         contingency table)

For bar graphs, it’s generally recommended to start 
the measurement axis at zero to ensure the relative 
sizes of the bars accurately reflect the data (more on 
this issue at the end of this lecture).

14

Let’s use this example to discuss the different 
types of studies & how cause and effect are 
established in biology.

40 Chapter 2  Displaying data

ments suggests that the stress of egg removal, or the effort involved in producing one 
extra egg, increases female susceptibility to avian malaria.

A contingency table gives the frequency of occurrence of all combinations of 
two (or more) categorical variables.

Table 2.3-1 is an example of a 2 ! 2 (“two-by-two”) contingency table, because 
it displays the frequency of occurrence of all combinations of two variables, each 
having exactly two categories. Larger contingency tables are possible if the variables 
have more than two categories.

Two types of graph work best for displaying the relationship between a pair of 
categorical variables. The grouped bar graph uses heights of rectangles to graph 
the frequency of occur rence of all combinations of two (or more) categorical vari-
ables. Figure 2.3-1 shows the grouped bar graph for the avian malaria experiments. 
Grouped bar graphs are like bar graphs for single variables, except that different cat-
egories of the response variable (e.g., malaria and no malaria) are indicated by differ-
ent colors or shades. Bars are grouped by the categories of the explanatory variable 
treatment (control and egg removal), so make sure that the spaces between bars from 
different groups are wider than the spaces between bars separating categories of the 
response variable. We can see from the grouped bar graph in Figure 2.3-1 that inci-
dence of malaria is associated with treatment, because the relative heights of the bars 
for malaria and no malaria differ between treatments. Most birds in the control group 
had no malaria (the yellow bar is much taller than the red bar), whereas in the experi-
mental group, the frequency of subjects with and without malaria was equal.
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A grouped bar graph uses the height of rectangular bars to display the fre-
quency distributions (or relative frequency distributions) of two or more cate-
gorical variables.

A mosaic plot is similar to a grouped bar plot except that bars within treatment 
groups are stacked on top of one another (Figure 2.3-2). Within a stack, bar area 
and height indicate the relative frequencies (i.e., the proportion) of the responses. 
This makes it easy to see the association between treatment and response variables: 

FIGURE 2.3-1
Grouped bar graph for reproductive effort and 
avian malaria in great tits. The data are from 
Table 2.3-1, where n " 65 birds.
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Treatment (egg removal/control) & outcome (malaria – yes/no) - categorical
Frequency - numerical (discrete)
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Explanatory versus Response variables
- One major use of BioStatistics is to relate one variable to 
another, by examining associations between variables or 
differences between groups. 

- When association between two variables is investigated, a 
common goal is to assess how well one of the variables, 
deemed the explanatory variable, predicts or affects (explain) 
the other variable, called the response variable. 

16

“Assumed” explanatory power may depend
on the type of study: 

[1] experimental versus [2] observational studies  

Explanatory versus Response variables
- One major use of BioStatistics is to relate one variable to 
another, by examining associations between variables or 
differences between groups. 

- When association between two variables is investigated, a 
common goal is to assess how well one of the variables, 
deemed the explanatory variable, predicts or affects (explain) 
the other variable, called the response variable. 

17

Experimental study - Researcher randomly assigns 
observational units (birds) to different groups (often called 
treatments), i.e., they control the treatments. 

Observational
units (birds)

Control 
groups

Egg 
removal

“Assumed” explanatory power may depend
on the type of study  

Random 
assignment

Compare the 
differences between 

the two groups

Treatments

18
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When conducting an experiment (e.g., malaria study in the last 
slides), the treatment variable (the one manipulated by the 
researcher) is the explanatory variable, and the measured 
effect of the treatment is the response variable. 

Explanatory and response variables (experiment)

Control group Egg-removal 
group

Row total

Malaria 7 15 22
No Malaria 28 15 43
Column total 35 30 65

response 
variable

explanatory variable

19

Another example of experiment: the administered dose of a toxin 
in a toxicology experiment would be the explanatory variable, 
and organism mortality would be the response variable. 

https://toxlearn.nlm.nih.gov/htmlversion/module1.html

Su
rv

iv
al

Dose

M
or

ta
lit

y 
(%

)

Explanatory and response variables (experiment)

Response to different agents (each one represented by a 
different color) may vary with increasing dose 
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Observational study - Researchers have no control over 
which observational units fall into which treatment or values 
of the explanatory variable. Examples:

- Studies on the health consequences of cigarette 
smoking in humans (unethical to assign smoking and 
no-smoking treatments to observational units, i.e., 
people).

- Growth of fish in warm versus cold lakes 
(observational units, i.e., fish are already in lakes; the 
research has no control on which fish goes in which 
lake).

“Assumed” explanatory power may depend
on the type of study  

21



9/11/24

8

wake up

@cjlortie

Let’s take a break – 1 minute

22

Explanatory and response variables 
(observational study)

When neither variable is manipulated by the researcher (i.e., observational study; sample 
of convenience), their association might nevertheless be described by the “effect” of one 
of the variables (the explanatory) on the other (the response), even though the 
association itself is not direct evidence for causation. 

”The magic hilling powers of TV”
in the US

23

When neither variable is manipulated by the researcher (i.e., observational study; sample 
of convenience), their association might nevertheless be described by the “effect” of one 
of the variables (the explanatory) on the other (the response), even though the 
association itself is not direct evidence for causation.

”The magic hilling powers of TV”
in the US

Overall wealth of citizens 
through time (and cheaper TVs)

causation causation

TVs/person Life expectancy
correlation

Explanatory and response variables 
(observational study)

24
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http://tylervigen.com/view_correlation?id=1703

Explanatory and response variables 
(observational study)

25

Independent versus dependent variables =
explanatory versus response variables, respectively

Strictly speaking, if one variable depends on the other, then 
neither is independent, so we rather say explanatory and 
response. 

Sometimes you will hear variables referred to as 
“independent” and “dependent”. These are the same as 
explanatory and response variables, respectively. 

26

Independent versus dependent variables =
Explanatory versus response variables, respectively

Strictly speaking, if one variable depends on the other, then neither is 
independent, so we rather say explanatory and response (e.g., in Whitlock 
and Schluter). 

Sometimes you will hear variables referred to as “independent” and 
“dependent”. These are the same as explanatory and response variables, 
respectively. 

Regardless whether the 
association is causal, 
the expected 
explanatory variable 
goes in the X-axis and 
the expected response 
variable goes in the Y-
axis.

27
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Is reproduction risky to health? 
Not so clear from this bar graph

40 Chapter 2  Displaying data

ments suggests that the stress of egg removal, or the effort involved in producing one 
extra egg, increases female susceptibility to avian malaria.

A contingency table gives the frequency of occurrence of all combinations of 
two (or more) categorical variables.

Table 2.3-1 is an example of a 2 ! 2 (“two-by-two”) contingency table, because 
it displays the frequency of occurrence of all combinations of two variables, each 
having exactly two categories. Larger contingency tables are possible if the variables 
have more than two categories.

Two types of graph work best for displaying the relationship between a pair of 
categorical variables. The grouped bar graph uses heights of rectangles to graph 
the frequency of occur rence of all combinations of two (or more) categorical vari-
ables. Figure 2.3-1 shows the grouped bar graph for the avian malaria experiments. 
Grouped bar graphs are like bar graphs for single variables, except that different cat-
egories of the response variable (e.g., malaria and no malaria) are indicated by differ-
ent colors or shades. Bars are grouped by the categories of the explanatory variable 
treatment (control and egg removal), so make sure that the spaces between bars from 
different groups are wider than the spaces between bars separating categories of the 
response variable. We can see from the grouped bar graph in Figure 2.3-1 that inci-
dence of malaria is associated with treatment, because the relative heights of the bars 
for malaria and no malaria differ between treatments. Most birds in the control group 
had no malaria (the yellow bar is much taller than the red bar), whereas in the experi-
mental group, the frequency of subjects with and without malaria was equal.
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A grouped bar graph uses the height of rectangular bars to display the fre-
quency distributions (or relative frequency distributions) of two or more cate-
gorical variables.

A mosaic plot is similar to a grouped bar plot except that bars within treatment 
groups are stacked on top of one another (Figure 2.3-2). Within a stack, bar area 
and height indicate the relative frequencies (i.e., the proportion) of the responses. 
This makes it easy to see the association between treatment and response variables: 

FIGURE 2.3-1
Grouped bar graph for reproductive effort and 
avian malaria in great tits. The data are from 
Table 2.3-1, where n " 65 birds.
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Treatment (egg removal/control) & outcome (malaria – yes/no) - categorical
Frequency - numerical (discrete)

=

Back to BAR GRAPHs: two categorical variables
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 Section 2.3  Showing association between two variables 41

if an association is present in the data, then the vertical position at which the col-
ors meet will differ between stacks. If no association is present, then the meeting 
point between the colors will be at the same vertical position between stacks. In 
Figure 2.3-2, for example, few individuals in the control group were infected with 
malaria, so the red bar (malaria) meets the yellow bar (no malaria) at a higher vertical 
position than in the egg removal stack, where the incidence of malaria was greater. 

Another feature of the mosaic plot is that the width of each vertical stack is pro-
portional to the number of observations in that group. In Figure 2.3-2, the wider stack 
for the control group refl ects the greater total number of individuals in this treatment 
(35) compared with the number in the egg-removal treatment (30). As a result, the 
total area of each box is proportional to the relative frequency of that combination of 
variables in the whole data set.

A mosaic plot provides only relative frequencies, not the absolute frequency of 
occurrence in each combination of variables. This might be considered a drawback, 
but keep in mind that the most important goal of graphs is to depict the pattern in the 
data rather than exact fi gures. Here, the pattern is the association between treatment 
and response variables: the difference in the relative frequencies of diseased birds in 
the two treatments.

The mosaic plot uses the area of rectangles to display the relative frequency of 
occurrence of all combinations of two categorical variables.

Of the three methods for presenting the same data—the contingency table, the 
mosaic plot, and the grouped bar graph—which is best? The answer depends on the 
circumstances, and it is a good idea to try all three to evaluate their effectiveness 
in any data set. It is usually easier to see differences in relative frequency between 
groups when the data are visualized in a grouped bar plot or mosaic plot than in a 
contingency table. On the other hand, a contingency table might work best if one 
of the response categories is vastly more frequent than the other, making it diffi cult 
to see the bars corresponding to rare categories in a graph, or if the explanatory and 
response variables have many categories, thus increasing the complexity of the graph. 

FIGURE 2.3-2
Mosaic plot for reproductive effort and avian malaria 
in great tits. Red indicates birds with malaria, whereas 
yellow indicates birds free of malaria. The data are from 
Table 2.3-1, where n ! 65 birds. Re
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Treatment (egg removal/control) & outcome (malaria – yes/no) - categorical
Frequency - numerical (discrete)

Is reproduction risky to health? Much clearer 
now!

BAR GRAPHs (staked = mosaic graph): 
Two categorical variables

29

6 © SSC 2000 – Presenting Results 

It is easier for readers to make comparisons between adjacent bars than between 
distant bars, and the chart should be laid out accordingly.  Figure 1 gives examples of 
two bar charts displaying the same data.  These show grain yields for six groups 
formed by combinations of three wheat varieties and two cultivation methods 
(traditional and broadbeds).  Fig. la is the better layout for demonstrating differences 
between cultivation methods, whereas Fig. lc is better for showing variety differences.  
 

 

 
 

 
 

  
 

 

Another method to display more complex information on a bar chart is to "stack" the 
bars.  Fig. 2a gives an example of such a chart.  It shows grain yield and straw yield 
for five wheat varieties.  Note that the varieties are sorted according to grain yield. 
While this graph is good at displaying grain yield and total yield (i.e. grain + straw), it 
is very poor for displaying straw yield alone.  For example, it is not obvious that 
Variety E has the highest straw yield.  In this case, if straw yield is important, Fig. 2a 
is unsuitable, and a different presentation, such as that in Fig. 2b, is needed. 
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6 © SSC 2000 – Presenting Results 

It is easier for readers to make comparisons between adjacent bars than between 
distant bars, and the chart should be laid out accordingly.  Figure 1 gives examples of 
two bar charts displaying the same data.  These show grain yields for six groups 
formed by combinations of three wheat varieties and two cultivation methods 
(traditional and broadbeds).  Fig. la is the better layout for demonstrating differences 
between cultivation methods, whereas Fig. lc is better for showing variety differences.  
 

 

 
 

 
 

  
 

 

Another method to display more complex information on a bar chart is to "stack" the 
bars.  Fig. 2a gives an example of such a chart.  It shows grain yield and straw yield 
for five wheat varieties.  Note that the varieties are sorted according to grain yield. 
While this graph is good at displaying grain yield and total yield (i.e. grain + straw), it 
is very poor for displaying straw yield alone.  For example, it is not obvious that 
Variety E has the highest straw yield.  In this case, if straw yield is important, Fig. 2a 
is unsuitable, and a different presentation, such as that in Fig. 2b, is needed. 
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28 Chapter 2  Displaying data

data makes it possible to evaluate the shape of the distribution of data points and to 
compare measurements between groups. It helps you to spot potential problems, such 
as extreme observations, which will be useful as you decide the next step of your data 
analysis. 

Figure 2.1-2 gives an example of what it means to show data. The study exam-
ined the role of the neurotransmitter serotonin1 in bringing about a transition in 
social behavior, from solitary to gregarious, in a desert locust (Anstey et al. 2009). 
This behavior change is a critical point in the production of huge locust swarms that 
blacken skies and ravage crops in many parts of the world. Each data point is the 
serotonin level of one of 30 locusts experimentally caged at high density for 0, 1, or 
2 hours, with 0 representing the control. The panel on the left of Figure 2.1-2 shows 
the data (this type of graph is called a strip chart or dot plot). The panel on the right of 
Figure 2.1-2 hides the data, using bars to show only treatment averages.
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FIGURE 2.1-2  A graph that shows the data (left) and a graph that hides the data (right). 
Data points are serotonin levels in the central nervous system of desert locusts, Schistocerca 
gregaria, that were experimentally crowded for 0 (the control group), 1, and 2 hours. The data 
points in the left panel were perturbed a small amount to the left or right to minimize overlap 
and make each point easier to see. The horizontal bars in the left panel indicate the mean 
(average) serotonin level in each group. The graph on the right shows only the mean serotonin 
level in each treatment (indicated by bar height). Note that the vertical axis does not have the 
same scale in the two graphs.

In the left panel of Figure 2.1-2, we can see lots of scatter in the data in each treat-
ment group and plenty of overlap between groups. We see that most points fall below 
the treatment average, and that each group has a few extreme observations. Neverthe-
less, we can see a clear shift in serotonin levels of locusts between treatments. All this 
information is missing from the right panel of Figure 2.1-2, which uses more ink yet 
shows only the averages of each treatment group.

Make patterns easy to see. Try displaying your data in different ways, possibly 
with different types of graphs, to fi nd the best way to communicate the fi ndings. Is 
the main pattern in the data recognizable right away? If not, try again with a differ-
ent method. Stay away from 3-D effects and elaborate chartjunk that obscures the 

1. Serotonin is a neurotransmitter in most animals, including humans. Some antidepressant drugs improve 
feelings of well-being by manipulating serotonin levels.
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lines represent mean values
dots represent the data

bar heights mean values

The scale of the response variable has 
been changed to better adapt to the data 

presentation

Different graphs produce different amounts of information
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SCATTER PLOT: graphical display of two numerical variables in 
which each observation is represented as point on a graph with 

two (or three) axes.  

42 Chapter 2  Displaying data

We fi nd that association, or lack of association, is easier to see in a mosaic plot 
than in a grouped bar graph, but this will not always be the case. Deciding which 
type of display is most effective for a given circumstance is best done by trying 
several methods and choosing among them on the basis of information, clarity, and 
simplicity.

Showing association between numerical variables: scatter plot
Use a scatter plot to show the association between two numerical variables. Position 
along the horizontal axis (the x-axis) indicates the measurement of the explanatory 
variable. The position along the vertical axis (the y-axis) indicates the measurement 
of the response variable. The pattern in the resulting cloud of points indicates whether 
an association between the two variables is positive (in which case the points tend to 
run from the lower left to the upper right of the graph), negative (the points run from 
the upper left to the lower right), or absent (no discernible pattern). Example 2.3B 
shows an example.

E Sins of the father

The bright colors and elaborate court-
ship displays of the males of many spe-
cies posed a problem for Charles Darwin: 
how can such elaborate traits evolve? His 
answer was that they evolved because 
females are attracted to them when choosing a mate. But why would females choose 
those kinds of males? One possible answer:  females that choose fancy males have attrac-
tive sons as well. A recent laboratory study examined how attractive traits in guppies are 
inherited from father to son (Brooks 2000). The attractiveness of sons (a score represent-
ing the rate of visits by females to corralled males, relative to a standard) was compared 
with their fathers’ ornamentation (a composite index of several aspects of male color and 
brightness). The father’s ornamentation is the explanatory variable in the resulting scatter 
plot of these data (Figure 2.3-3).
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Each dot in the scatter plot is a father-son pair. The father’s ornamentation is the 
explanatory variable and the son’s attractiveness is the response variable. The plot 
shows a positive association between these variables (note how the points tend to run 

EXAMPLE

2.3B

FIGURE 2.3-3
Scatter plot showing the relationship between the orna-
mentation of male guppies and the average attractive-
ness of their sons. Total number of families: n ! 36.
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Iris versicolor
Iris vignica

https://en.wikipedia.org/wiki/Iris_flower_data_set    (collected by Edgar Anderson, Gaspé peninsula, data introduced by R. Fisher)

Iris flower data set

Sepal between petals

SCATTER PLOT: multiple series – which species vary more 
from the others?
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LINE GRAPH: uses dots connected by line segments to 
display trends in a measurement over time or other ordered 

states (e.g., size, etc). Section 2.4  Showing trends in time and space 47
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FIGURE 2.4-1 Confi rmed cases of measles in England and Wales from 1995 to 2011. The 
four numbers in each year refer to new cases in each quarter.

The trends in the number of measles cases over time are made more visible by 
the lines connecting the points in Figure 2.4-1. The steepness of the line segments 
refl ects the speed of change in the number of cases from one quarter-year to the next. 
Notice, for example, how steeply the number of cases rises when an outbreak begins, 
and then how cases decline just as quickly afterward, as immunity spreads. When 
the baseline for the vertical axis is zero, as in the present example, the area under the 
curve between two time points is proportional to the total number of new cases in that 
period.

A line graph uses dots connected by line segments to display trends in a mea-
surement over time or other ordered series.

Maps

A map is the spatial equivalent of the line graph, using a color gradient to display a 
numerical response variable at multiple locations on a surface. The explanatory vari-
able is location in space. One measurement is displayed for each point or interval of 
the surface, as shown in Example 2.4B.
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Graphs can be misleading!
(both based on the same data): bad axis limits

 Section 2.1  Guidelines for effective graphs 29

patterns in the data. In the rest of the chapter we’ll compare alternative ways of graph-
ing the same data sets and discuss their effectiveness.

Avoid putting too much information into one graph. Remember the purpose of a 
graph: to communicate essential patterns to eyes and brains. The purpose is not to 
cram as much data as possible into each graph. Think about getting the main point 
across with one or two key graphs in the main body of your presentation. Put the 
remainder into an appendix or online supplement if it is important to show them to a 
subset of your audience.

Represent magnitudes honestly. This sounds easy, but misleading graphics are 
common in the scientifi c literature. One of the most important decisions concerns the 
smallest value on the vertical axis of a graph (the “baseline”). A bar graph must 
always have a baseline at zero, because the eye instinctively reads bar height and area 
as proportional to magnitude. The upper bar graph in Figure 2.1-3 shows an example, 
depicting government spending on education each year since 1998 in British Colum-
bia. The area of each bar is not proportional to the magnitude of the value displayed. 
As a result, the graph exaggerates the differences. The fi gure falsely suggests that 
spending increased twenty-fold over time, but the real increase is less than 20%. It is 
more honest to plot the bars with a baseline of zero, as in the lower graph in 
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FIGURE 2.1-3
Upper graph. A bar graph, taken from a 
British Columbia government brochure, 
indicating education spending per 
student in different years. Lower graph: 
A revised presentation of the same data, 
in which the magnitude of the spending 
is proportional to the height and area of 
bars. This revision also removed the 3-D 
effects and the numbers above bars to 
make the pattern easier to see. The upper 
graph is modifi ed from British Columbia 
Ministry of Education (2004).
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patterns in the data. In the rest of the chapter we’ll compare alternative ways of graph-
ing the same data sets and discuss their effectiveness.

Avoid putting too much information into one graph. Remember the purpose of a 
graph: to communicate essential patterns to eyes and brains. The purpose is not to 
cram as much data as possible into each graph. Think about getting the main point 
across with one or two key graphs in the main body of your presentation. Put the 
remainder into an appendix or online supplement if it is important to show them to a 
subset of your audience.

Represent magnitudes honestly. This sounds easy, but misleading graphics are 
common in the scientifi c literature. One of the most important decisions concerns the 
smallest value on the vertical axis of a graph (the “baseline”). A bar graph must 
always have a baseline at zero, because the eye instinctively reads bar height and area 
as proportional to magnitude. The upper bar graph in Figure 2.1-3 shows an example, 
depicting government spending on education each year since 1998 in British Colum-
bia. The area of each bar is not proportional to the magnitude of the value displayed. 
As a result, the graph exaggerates the differences. The fi gure falsely suggests that 
spending increased twenty-fold over time, but the real increase is less than 20%. It is 
more honest to plot the bars with a baseline of zero, as in the lower graph in 
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FIGURE 2.1-3
Upper graph. A bar graph, taken from a 
British Columbia government brochure, 
indicating education spending per 
student in different years. Lower graph: 
A revised presentation of the same data, 
in which the magnitude of the spending 
is proportional to the height and area of 
bars. This revision also removed the 3-D 
effects and the numbers above bars to 
make the pattern easier to see. The upper 
graph is modifi ed from British Columbia 
Ministry of Education (2004).
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 Section 2.1  Guidelines for effective graphs 29

patterns in the data. In the rest of the chapter we’ll compare alternative ways of graph-
ing the same data sets and discuss their effectiveness.

Avoid putting too much information into one graph. Remember the purpose of a 
graph: to communicate essential patterns to eyes and brains. The purpose is not to 
cram as much data as possible into each graph. Think about getting the main point 
across with one or two key graphs in the main body of your presentation. Put the 
remainder into an appendix or online supplement if it is important to show them to a 
subset of your audience.

Represent magnitudes honestly. This sounds easy, but misleading graphics are 
common in the scientifi c literature. One of the most important decisions concerns the 
smallest value on the vertical axis of a graph (the “baseline”). A bar graph must 
always have a baseline at zero, because the eye instinctively reads bar height and area 
as proportional to magnitude. The upper bar graph in Figure 2.1-3 shows an example, 
depicting government spending on education each year since 1998 in British Colum-
bia. The area of each bar is not proportional to the magnitude of the value displayed. 
As a result, the graph exaggerates the differences. The fi gure falsely suggests that 
spending increased twenty-fold over time, but the real increase is less than 20%. It is 
more honest to plot the bars with a baseline of zero, as in the lower graph in 
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FIGURE 2.1-3
Upper graph. A bar graph, taken from a 
British Columbia government brochure, 
indicating education spending per 
student in different years. Lower graph: 
A revised presentation of the same data, 
in which the magnitude of the spending 
is proportional to the height and area of 
bars. This revision also removed the 3-D 
effects and the numbers above bars to 
make the pattern easier to see. The upper 
graph is modifi ed from British Columbia 
Ministry of Education (2004).
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Graphs can be misleading!
(both based on the same data): bad axis limits

 Section 2.1  Guidelines for effective graphs 29

patterns in the data. In the rest of the chapter we’ll compare alternative ways of graph-
ing the same data sets and discuss their effectiveness.

Avoid putting too much information into one graph. Remember the purpose of a 
graph: to communicate essential patterns to eyes and brains. The purpose is not to 
cram as much data as possible into each graph. Think about getting the main point 
across with one or two key graphs in the main body of your presentation. Put the 
remainder into an appendix or online supplement if it is important to show them to a 
subset of your audience.

Represent magnitudes honestly. This sounds easy, but misleading graphics are 
common in the scientifi c literature. One of the most important decisions concerns the 
smallest value on the vertical axis of a graph (the “baseline”). A bar graph must 
always have a baseline at zero, because the eye instinctively reads bar height and area 
as proportional to magnitude. The upper bar graph in Figure 2.1-3 shows an example, 
depicting government spending on education each year since 1998 in British Colum-
bia. The area of each bar is not proportional to the magnitude of the value displayed. 
As a result, the graph exaggerates the differences. The fi gure falsely suggests that 
spending increased twenty-fold over time, but the real increase is less than 20%. It is 
more honest to plot the bars with a baseline of zero, as in the lower graph in 
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FIGURE 2.1-3
Upper graph. A bar graph, taken from a 
British Columbia government brochure, 
indicating education spending per 
student in different years. Lower graph: 
A revised presentation of the same data, 
in which the magnitude of the spending 
is proportional to the height and area of 
bars. This revision also removed the 3-D 
effects and the numbers above bars to 
make the pattern easier to see. The upper 
graph is modifi ed from British Columbia 
Ministry of Education (2004).
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Report the “intended” interpretation!

This is real data. The top graph shows the cosmic radiation rate in 
neutrons per hour. The lower is the temperature change since 1975 when 
it started.  All from the BBC’s website.  They weren’t trying to lie, cheat, 
manipulate, or mislead!  No sirree.  
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Axis limits do not change the information but rather the 

interpretation that one wants to convey with the same data

Years

The 4 graphs are from "Rick Ord, University of California San Diego, 2010, a slide from the course on Fluency with 
Information Technology". 
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Some “rules” of Data visualization

40

1. Hide the data.
2. Make patterns hard to see.
3. Display magnitudes dishonestly.
4. Draw graphics unclearly.

How to make a bad plot:

How to make a good plot:
1. Show the data.
2. Make patterns easy to see.
3. Display magnitudes honestly.
4. Draw graphics clearly.

41

Mistakes in displaying data
Mistake 1. Hide the data

42
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Mistake 1: Hide the data

How to hide data:
• Provide only statistical summaries (e.g., means).

How to reveal data:
• Present all data points, while allowing all to be seen.

43
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Not Showing Data, Just Summaries

This plot hides the variation within positions.

center, forward, guard
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Not Showing Data, Over-Plotting

This plot hides the density of observations.

center, forward, guard
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Showing Data, Jittering

This plot shows all the observations.

center, forward, guard
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Mistakes in displaying data
Mistake 2. Making patterns hard to see
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Mistake 2: Making Patterns Hard to See

How to hide patterns:
• Make one plot and call it good.
• Use unreasonable scales.
• Arrange factors nonsensically.

How to reveal patterns:
• Explore multiple potential plots.
• Use appropriate scales.
• Arrange factors meaningfully.

Arrange in order for ordinal, by mean for nominal.
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Nonsensical Order Hides Patterns

Non-intuitive ordering of factors hides patterns.
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Nonsensical Order Hides Patterns

Intuitive ordering of factors make patterns more evident
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Bad Axis-Limits Hide Patterns

In this plot, the large scale (limits of the Y-axis) hides the pattern.
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Graphs: 
The art of designing information

“A picture tells a thousand 
words”
- Lake Blanche
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Next lecture: How to build frequency 
distributions and introduction to 
descriptive (or summary) statistics

Gene length 
(number of nucleotides)

fre
qu

en
cy

geneLengthsUpTo15K

Fr
eq
ue
nc
y

0 2000 4000 6000 8000 10000 12000 14000

0
50
0

10
00

15
00

20
00

25
00

30
00

53


