


The role of normality in biology - We often work with continuous 
variables that are assumed to be “normally” distributed



Why is it important to make assumptions about the 
statistical populations of interest?

Confidence intervals and statistical hypothesis testing are frameworks 
based on sampling theory.  

Here, sampling theory relates to repeated sample to model (derive) 
the expectations (probabilities of sample values) under sampling 
variation for statistical populations.

Repeated sample is used to derive the sampling distribution used in 
confidence intervals and statistical hypothesis testing (lecture 3). 

BUT: Repeated sampling is only possible making certain assumptions 
about the statistical population.



Why sampling properties of estimators are important?

The mean of all possible sample means (i.e., sampling 
distribution) ALWAYS equals the population mean regardless of 
the original distribution of the population. As such, the sample 
mean is an unbiased (“honest”) estimator of the true population; 
i.e., in average the arithmetic mean equals the true population 
mean value (parameter). 



PROPERTY OF THE MEAN AS AN ESTIMATOR: The mean of all possible sample means 
(i.e., sampling distribution) ALWAYS equals the population mean regardless of the original 

distribution of the population – the case of a tiny uniform distribution

1,2,3,4,5; population mean=3.0
All possible 15 samples (with replacement) and their means for n=2:

(1,1) = 1.0
(2,2) = 2.0
(3,3) = 3.0
(4,4) = 4.0
(5,5) = 5.0

(1,2) = 1.5
(1,3) = 2.0
(1,4) = 2.5
(1,5) = 3.0

(2,3) = 2.5
(2,4) = 3.0
(2,5) = 3.5

(3,4) = 3.5
(3,5) = 4.0

(4,5) = 4.5

The mean of all sample means is always equal to the population mean

Notice that permutations, i.e., (1,2) = (2,1) are not shown but should be considered

(1.0 + 2.0 + 3.0 + 4.0 + 5.0 + 1.5 + 2.0 + 2.5 + 3.0 
+ 2.5 + 3.0 + 3.5 + 3.5 + 4.0 + 4.5) / 15 = 3.0

6 sample means smaller than the true population value [in red]

6 sample means greater than the true population value [in green]

3 sample means equal to the true population value [in black]



Why sampling properties of estimators are important?

Even though the mean of all possible variances is equal to the 
variance of normally distributed populations (and also for many non-
normally distributed populations, i.e., robust against normality), the 
sampling properties of confidence intervals and statistical 
hypothesis testing may not hold when populations are not normally 
distributed.  

For instance, a 95% confidence interval may end up being in reality 
smaller (e.g., 93%) or larger (e.g., 97%) if the population is quite 
different from normal. And statistical hypothesis testing may have 
type I errors that are not equal to alpha (as is the case normally or 
closely to normally distributed populations).

We covered these issues in BIOL322 and will revisit them later on in 
the course in respect to advanced methods.



Again, the sample variance is often a robust estimator for the 
true population variance for non-normally distributed 
populations. In other words, the mean of all sample standard 
variance will be often very close to the true population 
variance for non-normally distributed populations. 

However, given that we don’t know when this is the case, 
commonly, statistical procedures based on the standard 
deviation (e.g., t-test, ANOVA, regression) “assume” 
normality.

Normality is needed to make sure that estimates (from 
samples; e.g., t value, F value) can be properly contrasted 
with the sampling distribution that was assumed to be true 
(theoretical) and that P-values are then properly estimated.

Why sampling properties of estimators are important?



Despite these very detailed characteristics, how 
common is the normal distribution in nature?

“Normality is a myth: there never has, and never will be, a 
normal distribution.” Roy C. Geary (1896 - 1983).

The normal distribution is a model that needed to be 
used to build sampling distributions. 

One way to be normal, but infinite ways to be any other 
type of distribution; that said, the normal distribution 
approximates many biological distributions!

And remember that sample means and variances (key 
statistical estimators) are robust against normality so it
works well for populations that are slightly “non-normal” 
(i.e., approximately normal).



Why is the mean an unbiased estimator?

Because the mean of all possible possible sample means equals 
the population mean (parameter) only when the population is 
normally distributed.

Because the mean of all possible possible sample means equals 
the population mean (parameter) regardless whether the 
population is normally distributed or not.

Because the mean of all possible possible sample means does 
not equal the population mean (parameter).



Why is the mean always an unbiased 
estimator?

Because the mean of all possible possible sample means equals 
the population mean (parameter) only when the population is 
normally distributed.

Because the mean of all possible possible sample means equals 
the population mean (parameter) regardless whether the 
population is normally distributed or not.

Because the mean of all possible possible sample means does 
not equal the population mean (parameter).



Why is the variance not always an unbiased 
estimator?

Because the variance of all possible possible sample variance 
equals the population variance (parameter) when the population 
is normally distributed.

We can’t guarantee this property for highly non-normal 
distributions.



The road of statistics: avoid bias when 
estimating population parameters 
from sample values - the role of 
degrees of freedom!



𝑠! =
∑"#$% 𝑌" − &𝑌 !

𝑛 − 1

𝑠! =
∑"#$% 𝑌" − &𝑌 !

𝑛

Why is the sample standard deviation calculated by dividing the sum of 
the squared deviations from the mean divided by n – 1 and not n?

The importance of corrections for creating unbiased sample estimators for any 
statistic of interest [the case of degrees of freedom].



Let’s use a computational approach to understand the 
performance of these two estimators for the population variance:

𝑠! =
∑"#$% 𝑌" − 𝜇 !

𝑛
𝑠! =

∑"#$% 𝑌" − (𝑌 !

𝑛

𝜎!=100; 𝜎=10𝜇 below is the population mean
(often unknown)
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∑"#$
% 𝑌" − 𝝁 !

𝑛
𝑠! =

∑"#$% 𝑌" − -𝒀 !

𝑛

The mean of 𝑠! for the estimator 
based on the population mean 𝜇 
divided by n was unbiased (i.e., 
pretty much the population 𝜎!; 
would had been exactly 𝜎! =100 
with infinite sampling); whereas 
the estimator based on the sample 
$𝑌 divided by n was biased.



𝑠! =
∑"#$% 𝑌" − 𝝁 !

𝑛

𝑠! =
∑"#$% 𝑌" − -𝒀 !

𝑛

sample variances sample variances

Note the asymmetry of the 
sampling distribution of variances; hence the 
median is not exactly equal to the mean.
But the variance is unbiased
when based on 𝝁 but biased when based on '𝒀. 
Remember: unbiased expectations are based on 
means and not medians. 
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But in most (if not all) cases one doesn’t know the parameter
value 𝜇 (true population mean).



There is a correction factor for the sample bias in 
𝑠! called Bessel’s correction (but seems that Gauss 
1823 came up with it first;https://mathworld.wolfram.com/BesselsCorrection.html )
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Let’s use a computational approach to verify the quality of 
the three estimators (i.e., sample based): 

𝑠! =
∑"#$
% 𝑌" − 𝝁 !

𝒏
𝑠! =

∑"#$
% 𝑌" − *𝐘 !

𝒏

𝜎=10 ∴ 𝜎!=100
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The sample based on 
the sample mean
divided by n-1 is
unbiased!
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Note though that:
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is slightly more 
precise then:
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Why is the sample standard deviation calculated by dividing 
the sum of the squared deviations from the mean divided by 
n – 1 and not n?

𝑠 =
∑"#$% 𝑌" − (𝑌 !

𝒏 − 𝟏 𝑠 =
∑"#$% 𝑌" − (𝑌 !

𝒏

BUT WHY???

But why?



Source: http://gregorygundersen.com/blog/2019/01/11/bessel/

Obviously, you don’t need to know the “math” but good to know 
that someone did it for us!
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Experimental study

Observational study

A “one-slide” discussion on experimental 
versus observational studies



COMPARING THE MEANS OF THREE OR MORE 
GROUPS (often called treatments in experiments)

 A REALLY QUICK REVIEW OF THE 
ANALYSIS OF VARIANCE (ANOVA)



THE ANALYSIS OF VARIANCE (ANOVA) for 
comparing multiple sample means (groups)

The problem about “The knees who say night”
By Whitlock and Schluter (2009)

OR

“Bright light behind the knees is just bright light behind the knees”
http://www.genomenewsnetwork.org/articles/08_02/bright_knees.shtml

HA by a human influenza A virus could
make a virus lethal (16). It remains to be
shown whether gene segments other than
the HA may also have contributed to the
ability of the virus to infect a human.

A pandemic of influenza could begin
with isolated cases, in which avian or
swine influenza viruses adapt to human
hosts or, over time, genetically reassort
with circulating human influenza A virus-
es, or it could begin as a rapid and explo-
sive spread of a pandemic virus derived
from a reassortment event in an interme-
diate host. Increased surveillance efforts
have been initiated to identify other cases
of illness associated with influenza A
(H5N1) viruses. In addition, serosurveys
are under way in an effort to identify
asymptomatic or mild clinical infections
in the region and substantiate the previous
report of seroprevalence to H5 viruses (3).
These studies may determine whether H5
viruses similar to A/Hong Kong/156/97
are circulating in the human population
and if the isolation of the A/Hong Kong/
156/97 virus is the first step in the recog-
nition of an influenza A virus with pan-
demic potential or whether this case is
simply an isolated event.

Note added in proof: Since the submission
of this report, there have been 12 additional
confirmed human cases of influenza A
(H5N1) infections in Hong Kong, includ-
ing three fatalities. Sequence analysis of the
genes of six of the isolates revealed that all
of the genes are of avian origin and are
closely related to each other. The HA gene
codes for a multiple basic amino acid inser-
tion upstream of the cleavage site, associat-
ed with highly pathogenic avian influenza
viruses and identical to that seen in the
A/Hong Kong/156/97 virus.
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Extraocular Circadian Phototransduction
in Humans

Scott S. Campbell* and Patricia J. Murphy

Physiological and behavioral rhythms are governed by an endogenous circadian clock.
The response of the human circadian clock to extraocular light exposure was monitored
by measurement of body temperature and melatonin concentrations throughout
the circadian cycle before and after light pulses presented to the popliteal region (behind
the knee). A systematic relation was found between the timing of the light pulse and the
magnitude and direction of phase shifts, resulting in the generation of a phase response
curve. These findings challenge the belief that mammals are incapable of extraretinal
circadian phototransduction and have implications for the development of more effective
treatments for sleep and circadian rhythm disorders.

Circadian rhythms are endogenously gen-
erated oscillations of about 24 hours that
provide temporal structure to a wide range
of behavioral and physiological functions.
Because the endogenous clock tends to run
at a period close to but not exactly 24 hours,
a daily adjustment, usually by the natural
light-dark cycle, is required to synchronize
or entrain circadian rhythms to the external
environment. Many vertebrate and nonver-
tebrate species have multiple photoreceptor
systems through which circadian entrain-
ment may be achieved (1–3). In the house
sparrow, for example, three discrete input
pathways for light to act on the circadian
system have been identified (4). Similarly, a
number of fish, amphibian, and reptile spe-
cies have extraocular and extrapineal path-
ways for circadian light transduction (5).

The photoreceptors responsible for en-
training the mammalian biological clock
may not be the same cells that mediate
vision (6). Mice homozygous for the autoso-
mal recessive allele rd (retinally degenerate),
which have no electrophysiological or be-
havioral visual responses to light, can be

entrained to a light-dark cycle (7). Likewise,
bright light suppresses melatonin output in
some totally blind humans, despite the fact
that they have no conscious light perception
and no pupillary light reflex (8). Such find-
ings support the hypothesis that all verte-
brates, including mammals, have specialized
nonvisual photoreceptors that mediate circa-
dian responses to the light-dark cycle. It is
generally assumed, however, that nonvisual
circadian photoreceptors in mammals reside
within the retina, and that mammals do not
have the capacity for extraocular circadian
photoreception (1, 2, 9). This conclusion is
based on studies showing a failure of several
rodent species to entrain to a light-dark cycle
or to respond to pulses of light with shifts in
circadian phase after complete optic enucle-
ation (10). In addition, Czeisler and co-
workers found an absence of light-induced
melatonin suppression during ocular shield-
ing in two individuals who did show suppres-
sion when light fell on their eyes (8). A
decade earlier, Wehr and co-workers report-
ed a lack of clinical response in seasonal
affective disorder when patients’ skin (face,
neck, arms, legs) was exposed to a bright
light stimulus while their eyes were shielded
(11). However, in that study, no physiolog-
ical measures of light response, such as mel-
atonin secretion or temperature phase re-
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HA by a human influenza A virus could
make a virus lethal (16). It remains to be
shown whether gene segments other than
the HA may also have contributed to the
ability of the virus to infect a human.

A pandemic of influenza could begin
with isolated cases, in which avian or
swine influenza viruses adapt to human
hosts or, over time, genetically reassort
with circulating human influenza A virus-
es, or it could begin as a rapid and explo-
sive spread of a pandemic virus derived
from a reassortment event in an interme-
diate host. Increased surveillance efforts
have been initiated to identify other cases
of illness associated with influenza A
(H5N1) viruses. In addition, serosurveys
are under way in an effort to identify
asymptomatic or mild clinical infections
in the region and substantiate the previous
report of seroprevalence to H5 viruses (3).
These studies may determine whether H5
viruses similar to A/Hong Kong/156/97
are circulating in the human population
and if the isolation of the A/Hong Kong/
156/97 virus is the first step in the recog-
nition of an influenza A virus with pan-
demic potential or whether this case is
simply an isolated event.

Note added in proof: Since the submission
of this report, there have been 12 additional
confirmed human cases of influenza A
(H5N1) infections in Hong Kong, includ-
ing three fatalities. Sequence analysis of the
genes of six of the isolates revealed that all
of the genes are of avian origin and are
closely related to each other. The HA gene
codes for a multiple basic amino acid inser-
tion upstream of the cleavage site, associat-
ed with highly pathogenic avian influenza
viruses and identical to that seen in the
A/Hong Kong/156/97 virus.
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magnitude and direction of phase shifts, resulting in the generation of a phase response
curve. These findings challenge the belief that mammals are incapable of extraretinal
circadian phototransduction and have implications for the development of more effective
treatments for sleep and circadian rhythm disorders.
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at a period close to but not exactly 24 hours,
a daily adjustment, usually by the natural
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environment. Many vertebrate and nonver-
tebrate species have multiple photoreceptor
systems through which circadian entrain-
ment may be achieved (1–3). In the house
sparrow, for example, three discrete input
pathways for light to act on the circadian
system have been identified (4). Similarly, a
number of fish, amphibian, and reptile spe-
cies have extraocular and extrapineal path-
ways for circadian light transduction (5).

The photoreceptors responsible for en-
training the mammalian biological clock
may not be the same cells that mediate
vision (6). Mice homozygous for the autoso-
mal recessive allele rd (retinally degenerate),
which have no electrophysiological or be-
havioral visual responses to light, can be

entrained to a light-dark cycle (7). Likewise,
bright light suppresses melatonin output in
some totally blind humans, despite the fact
that they have no conscious light perception
and no pupillary light reflex (8). Such find-
ings support the hypothesis that all verte-
brates, including mammals, have specialized
nonvisual photoreceptors that mediate circa-
dian responses to the light-dark cycle. It is
generally assumed, however, that nonvisual
circadian photoreceptors in mammals reside
within the retina, and that mammals do not
have the capacity for extraocular circadian
photoreception (1, 2, 9). This conclusion is
based on studies showing a failure of several
rodent species to entrain to a light-dark cycle
or to respond to pulses of light with shifts in
circadian phase after complete optic enucle-
ation (10). In addition, Czeisler and co-
workers found an absence of light-induced
melatonin suppression during ocular shield-
ing in two individuals who did show suppres-
sion when light fell on their eyes (8). A
decade earlier, Wehr and co-workers report-
ed a lack of clinical response in seasonal
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(11). However, in that study, no physiolog-
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*To whom correspondence should be addressed.
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Data challenged as subjects were exposed to light while knees being illuminated 

http://www.genomenewsnetwork.org/articles/08_02/bright_knees.shtml


Our core body temperature is around 37oC but it fluctuates by about 1oC 
or so throughout the night.

The drop in temperature starts about two hours before you go to 
sleep, coinciding with the release of the sleep hormone melatonin.

Example of a delay in circadian phase in response to a 3-
hour bright light presentation to the popliteal region. Light 
was presented on one occasion between 0100 and 0400 
on night 2 in the laboratory (black bar) while the participant 
(a 29-year-old male) remained awake and seated in a dimly 
lit room (ambient illumination <20 lux).

Regular sleep
of one participant

The resulting phase delay was 3.06 hours

The circadian phase was determined by fitting a 
complex cosine curve (dotted line

Delayed sleep of the
same participant 
induced by light.



New study challenged the original 
study (Wright & Czeiler 2002):  
subjects were exposed to light while 
knees being illuminated by original 
study.

22 people randomly assigned to one 
of the three light treatments.

P H Y S I O L O G Y

Absence of Circadian Phase
Resetting in Response to Bright

Light Behind the Knees
Kenneth P. Wright Jr.* and Charles A. Czeisler

Light is the dominant environmental time cue for
circadian clocks. In 1998, bright, narrow-spec-
trum blue light exposure to the back of the knees
was reported to reset the human circadian pace-
maker (HCP) (1). Science recognized the widely
cited report as among the top discoveries that
year to “transform our ideas about the natural
world” and reported that several groups had
repeated the finding (2). Patented treatments
for circadian sleep disorders followed (3, 4 ).

Yet the report was challenged be-
cause humoral phototransduction via
the circulatory system, which was cit-
ed as a mechanism that might mediate
such a circadian resetting response
(5), had never before been demon-
strated to reset a circadian pacemaker
in any organism (6). Moreover, un-
controlled aspects of the experiments
were hypothesized as being responsi-
ble for the reported results (7, 8). In-
deed, in (1), subjects’ eyes were ex-
posed to low, but biologically active
(9) light intensities during the illumi-
nation of the knees, thereby potential-
ly confounding assessment of the re-
sponse to light behind the knees. Fur-
thermore, melatonin phase estimates
were not provided for control subjects
(1). Using a variety of different pro-
tocols, most other groups have since
been unable to affect the HCP with
dermal light exposure (9). Even
Campbell and Murphy reported an
inability to elicit phase advance shifts
when subjects were asleep (10)—
contrary to their initial expectations
(1, 3)—although they have reported
that light to the back of the knees
during sleep influenced another as-
pect of human brain function: REM
sleep (11). Given the importance of
this result to the fundamental under-
standing of the neurobiology of the
HCP, we therefore set out to replicate
the findings of (1).

Twenty-two 10-day inpatient phase-resetting
trials were conducted. Constant routines (9) were
used to assess circadian melatonin phase before
and after exposure to one of three 3-hour-long
interventions balanced by gender: 0 lux ocular
and behind the knee (DK), 0 lux ocular and up to
13,000 lux behind the knee (BK), and !9,500
lux ocular and 0 lux behind the knee (BE). As in

(1), we used the same device from the same
manufacturer; subjects maintained a nighttime
sleep schedule and were aroused from scheduled
sleep for one episode of light-behind-the-knee
exposure for the same duration of time and at the
same light intensity reported to elicit a phase
delay shift. Phase shifts were assessed two nights
after the intervention. However, our study dif-
fered from (1) in several respects to ensure the

precision of the phase estimates and to control
for possible phase-shifting stimuli. First, partic-
ipants were shielded from ocular light (0 lux)
during extraocular light exposure. Second, con-
dition assignments were double blind and ran-
dom, with all light exposures at one circadian
phase and each individual tested only once.
Third, participants were maintained in very dim

light (!1.5 lux in the angle of gaze) between
circadian phase assessments during scheduled
wakefulness preceding and after the interven-
tion. Fourth, melatonin data were used to assess
circadian phase in both active and control con-
ditions (9). Finally, sleep was not extended.

In contrast to ocular light exposure, which
significantly delayed melatonin phase and acute-
ly suppressed melatonin secretion compared
with controls, there was no significant difference
for melatonin phase changes between subjects
exposed to light behind the knee compared with
controls and no acute melatonin suppression dur-
ing the intervention (Fig. 1). The melatonin
phase changes observed in groups DK and BK
were consistent with the transient, period-depen-
dent phase realignment expected in dim light
(12) (Fig. 1A, column P). These data indicate
that ocular light exposure was necessary and
sufficient for both circadian phase resetting
and the regulation of melatonin secretion. The
current findings are inconsistent with the re-
port that bright light exposure to the back of
the knees can reset the HCP (1). Although
nonocular light exposure can directly affect
deep brain and body circadian oscillators in
many species (9), the suggestion that photic
signals are carried from the back of the knee to
the human brain via the circulatory system is
not supported by our data.
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Fig. 1. (A) Phase shifts for groups DK, BK, and BE. For refer-
ence, column P illustrates the changes in phase projected from
estimates of intrinsic circadian period (9). Lines represent
mean " SEM. (B to D) Melatonin data for conditions DK and
BK were superimposable during the intervention time (solid
bar) for the intervention night (!) and the previous night (").
BE significantly delayed melatonin phase and acutely sup-
pressed melatonin secretion compared with DK controls (P#
0.003272) and (P# 0.000020), respectively. In contrast, there
was no significant difference for melatonin phase changes
between BK and DK and no acute melatonin suppression
during the intervention in either of these conditions (P #
0.943071) and (P # 1.000000), respectively. Significant dif-
ferences for phase shifts and melatonin suppression were also
observed between BE and BK (P # 0.011359) and (P #
0.000016), respectively.
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Absence of Circadian Phase
Resetting in Response to Bright

Light Behind the Knees
Kenneth P. Wright Jr.* and Charles A. Czeisler

Light is the dominant environmental time cue for
circadian clocks. In 1998, bright, narrow-spec-
trum blue light exposure to the back of the knees
was reported to reset the human circadian pace-
maker (HCP) (1). Science recognized the widely
cited report as among the top discoveries that
year to “transform our ideas about the natural
world” and reported that several groups had
repeated the finding (2). Patented treatments
for circadian sleep disorders followed (3, 4 ).

Yet the report was challenged be-
cause humoral phototransduction via
the circulatory system, which was cit-
ed as a mechanism that might mediate
such a circadian resetting response
(5), had never before been demon-
strated to reset a circadian pacemaker
in any organism (6). Moreover, un-
controlled aspects of the experiments
were hypothesized as being responsi-
ble for the reported results (7, 8). In-
deed, in (1), subjects’ eyes were ex-
posed to low, but biologically active
(9) light intensities during the illumi-
nation of the knees, thereby potential-
ly confounding assessment of the re-
sponse to light behind the knees. Fur-
thermore, melatonin phase estimates
were not provided for control subjects
(1). Using a variety of different pro-
tocols, most other groups have since
been unable to affect the HCP with
dermal light exposure (9). Even
Campbell and Murphy reported an
inability to elicit phase advance shifts
when subjects were asleep (10)—
contrary to their initial expectations
(1, 3)—although they have reported
that light to the back of the knees
during sleep influenced another as-
pect of human brain function: REM
sleep (11). Given the importance of
this result to the fundamental under-
standing of the neurobiology of the
HCP, we therefore set out to replicate
the findings of (1).

Twenty-two 10-day inpatient phase-resetting
trials were conducted. Constant routines (9) were
used to assess circadian melatonin phase before
and after exposure to one of three 3-hour-long
interventions balanced by gender: 0 lux ocular
and behind the knee (DK), 0 lux ocular and up to
13,000 lux behind the knee (BK), and !9,500
lux ocular and 0 lux behind the knee (BE). As in

(1), we used the same device from the same
manufacturer; subjects maintained a nighttime
sleep schedule and were aroused from scheduled
sleep for one episode of light-behind-the-knee
exposure for the same duration of time and at the
same light intensity reported to elicit a phase
delay shift. Phase shifts were assessed two nights
after the intervention. However, our study dif-
fered from (1) in several respects to ensure the

precision of the phase estimates and to control
for possible phase-shifting stimuli. First, partic-
ipants were shielded from ocular light (0 lux)
during extraocular light exposure. Second, con-
dition assignments were double blind and ran-
dom, with all light exposures at one circadian
phase and each individual tested only once.
Third, participants were maintained in very dim

light (!1.5 lux in the angle of gaze) between
circadian phase assessments during scheduled
wakefulness preceding and after the interven-
tion. Fourth, melatonin data were used to assess
circadian phase in both active and control con-
ditions (9). Finally, sleep was not extended.

In contrast to ocular light exposure, which
significantly delayed melatonin phase and acute-
ly suppressed melatonin secretion compared
with controls, there was no significant difference
for melatonin phase changes between subjects
exposed to light behind the knee compared with
controls and no acute melatonin suppression dur-
ing the intervention (Fig. 1). The melatonin
phase changes observed in groups DK and BK
were consistent with the transient, period-depen-
dent phase realignment expected in dim light
(12) (Fig. 1A, column P). These data indicate
that ocular light exposure was necessary and
sufficient for both circadian phase resetting
and the regulation of melatonin secretion. The
current findings are inconsistent with the re-
port that bright light exposure to the back of
the knees can reset the HCP (1). Although
nonocular light exposure can directly affect
deep brain and body circadian oscillators in
many species (9), the suggestion that photic
signals are carried from the back of the knee to
the human brain via the circulatory system is
not supported by our data.
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Fig. 1. (A) Phase shifts for groups DK, BK, and BE. For refer-
ence, column P illustrates the changes in phase projected from
estimates of intrinsic circadian period (9). Lines represent
mean " SEM. (B to D) Melatonin data for conditions DK and
BK were superimposable during the intervention time (solid
bar) for the intervention night (!) and the previous night (").
BE significantly delayed melatonin phase and acutely sup-
pressed melatonin secretion compared with DK controls (P#
0.003272) and (P# 0.000020), respectively. In contrast, there
was no significant difference for melatonin phase changes
between BK and DK and no acute melatonin suppression
during the intervention in either of these conditions (P #
0.943071) and (P # 1.000000), respectively. Significant dif-
ferences for phase shifts and melatonin suppression were also
observed between BE and BK (P # 0.011359) and (P #
0.000016), respectively.
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Do these means come from the 
same statistical population, i.e., do 
these samples only differ from each 
other due to sampling variation?
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THE ANALYSIS OF VARIANCE (ANOVA) 
for comparing multiple sample means (groups or treatments)

Light treatment (3 hours long)Strip chart



H0: The samples come from statistical populations with the 
same mean, i.e., μcontrol = μknee = μeyes.

HA: At least two samples come from different statistical 
populations with different means.

THE ANALYSIS OF VARIANCE (ANOVA) 
for comparing multiple sample means (groups or treatments)



H0: The samples come from statistical populations with the same 
mean, i.e., μcontrol = μknee = μeyes.

HA: At least two samples come from different statistical 
populations with different means.

THE ANALYSIS OF VARIANCE (ANOVA) 
for comparing multiple sample means (groups or treatments)

Which is to say:

H0: Differences in means among groups are due to sampling 
error from the same population.
HA: Differences in means among groups are NOT due to 
sampling error from the same population.

Remember: Sampling error is due to sampling variation, i.e., samples that come from 
the same statistical population may differ in their means just due to chance alone.



We need a test statistic that is sensitive to mean variation across multiple groups 
(or treatments): The F statistic does that by considering the ratio of two variances 

(variance components): 

F& =
14078.0
5.71

= 2456.90

Means among groups are much bigger in A than B;
residuals variation is similar in A than B. Notice the differences in their Y-

scales (the mean differences among groups is huge in A).

A B

F' =
47.41
3.64

= 13.03

Note that scales (Y-axis) are different



F& =
14078.0
5.71

= 2456.90

Means among groups are somewhat similar in A than B;
A is homoscedastic B heteroscedastic

A B

HETEROSCEDASTICITY reduces the F-ratio ability to 
differentiate among differences in means among groups

F' =
12275.0
217.9

= 56.34

Note that scales (Y-axis) are now equal



variance among group means (due to “treatment”) 

variance within groups (caller error or residual variation 
not explained by the mean within groups) 

F=

Group Mean Square

Error Mean Square
F=

MSgroups

MSerror

Let’s talk ANOVA “jargon”

=

Verbal representation of equations



The F statistic measures the variance among groups 
but accounting for the variance within groups

The F statistic in the ANOVA 
context is so important that is 
more than worth knowing
how it works! 

  

F =
sb

2

sw
2 =

ni(X i −
i=1

g

∑ X)2

g −1

(ni −
i=1

g

∑ 1)si
2

(ni −
i=1

g

∑ 1)

Total mean!
Mean of each 
group

MSgroups

(b=between or among)

MSerrors

(w=within groups)

Degrees of freedom of MSgroups

Group Mean 
Square

Error Mean 
Square



The F statistic measures the variance among groups 
but accounting for the variance within groups

The F statistic in the ANOVA 
context is so important that is 
more than worth knowing
how it works! 

  

F =
sb

2

sw
2 =

ni(X i −
i=1

g

∑ X)2

g −1

(ni −
i=1

g

∑ 1)si
2

(ni −
i=1

g

∑ 1)

Total mean!
Mean of each 
group

Variance of each group

= (N-g)

Big “N”; sum of all
sample sizes 
across groups

Number of groups

Sample size of each group

MSgroups

(b=between or among)

MSerrors

(w=within groups)

Degrees of freedom of MSgroups

Group Mean 
Square

Error Mean 
Square

Degrees of freedom of MSgroups



Let’s suppose two groups for simplicity!

A small example: worth doing it “by hand”!

1 2

0

2

4

6

8

10

12

14

group

va
lu
es



          = (1+2+3+4+5+10+11+12+13+14)/10 = 7.5

     MSgroups=

        = (5x(3.0 - 7.5)2 + 5x(12.0 - 7.5)2)/(2-1) =                  

            202.5/(2-1) = 202.5 

df(MSgroups) = g - 1  

variance among group means (due to “treatment”) 
 X

  

X1 = 3.0
s1

2 = 2.5   

X2 = 12.0
s2

2 = 2.5
g1: 1 2 3 4 5
g2: 10 11 12 13 14

MSgroups

F =
𝟐𝟎𝟐. 𝟓
? ? ?

=? ? ?



MSerror = variance within groups (residuals)

      MSE1  =  (1-3.0)2+(2-3.0)2 +(3-3.0)2 +(4-3.0)2 +(5-3.0)2 = 10

      MSE2=  (10-12.0)2 +(11-12.0)2 +(12-12.0)2 +(13-12.0)2 +(14-12.0)2 = 10

      MSerror = (MSE1 + MSE2)/(N-g)=(10+10) / (10-2) = 20/8 = 2.5 

       df(MSerror) = N-g = 10 – 2 = 8

  

X1 = 3.0
s1

2 = 2.5
MSerror

g1: 1 2 3 4 5
g2: 10 11 12 13 14

  

X2 = 12.0
s2

2 = 2.5



F =
𝟐𝟎𝟐. 𝟓
𝟐. 𝟓

= 81

MSerror = variance within groups (residuals)

      MSE1  =  (1-3.0)2+(2-3.0)2 +(3-3.0)2 +(4-3.0)2 +(5-3.0)2 = 10

      MSE2=  (10-12.0)2 +(11-12.0)2 +(12-12.0)2 +(13-12.0)2 +(14-12.0)2 = 10

      MSerror = (MSE1 + MSE2)/(N-g)=(10+10) / (10-2) = 20/8 = 2.5 

       df(MSerror) = N-g = 10 – 2 = 8

          = (1+2+3+4+5+10+11+12+13+14)/10 = 7.5

     MSgroups=

        = (5x(3.0 - 7.5)2 + 5x(12.0 - 7.5)2)/(2-1) =                  

            202.5/(2-1) = 202.5 

df(MSgroups) = g - 1 = 2-1 

 X
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LET’s go back to the “The knees who say night”
data in a csv file



“The knees who say night”

Statistical Conclusion?

H0: The samples come from the same 
population.
HA: At least two samples come from 
different populations.



ANOVA Table – reporting quality

Source of
variation

Sum of
squares df

Mean
square

F P

Between 7.224 2 3.612 7.289 0.00447

Within 9.415 19 0.496

“The knees who say night”



Source of
variation

Sum of
squares df

Mean
square

F P

Between 7.224 2 3.612 7.289 0.00447

Within 9.415 19 0.496

Remember that the calculations 
of sum of squares involve 
subtractions from means so 
that they would be biased if not 
divided by adjustments 
(degrees of freedom) to 
produce mean square 
deviations.  

Remembering the role of degrees of freedom



ANOVA Table

Source of
variation

Sum of
squares df

Mean
square

F P

Between 7.224 2 3.612 7.289 0.00447

Within 9.415 19 0.496

“The knees who say night”

H0: The samples come from 
the same population.

HA: At least two samples 
come from different 
populations.

Reject H0

How does the ANOVA 
significance test work?



How can we conceptualize the construction of the F distribution? 

The statistical “machinery”:

1) Assume that H0 is true (i.e., samples come from the same population; 
i.e., population having the same mean and same variance).

2) Sample from the population the appropriate number of groups 
(samples) respecting the sample size of each group.

3) Repeat step 2 a large (or infinite) number of times and each time 
calculate the F statistic.



The F (sampling) distribution assuming that H0 is true

population

Fr
eq
ue
nc
y

−5 0 5 10 15 20

0
10
00
0

20
00
0

30
00
0

40
00
0

50
00
0

60
00
0

70
00
0

Sample from the same 
(normally distributed) 
population (i.e., assume 
that H0 is true), 
respecting the original 
number of groups and 
their sample sizes. 

  

F =
sb

2

sw
2 =

ni(X i −
i=1

g

∑ X)2

g −1

(ni −
i=1

g

∑ 1)si
2

(ni −
i=1

g

∑ 1)

H0: Differences in means among groups are due to sampling error from 
the same population.

Control: 8 observations
Eyes: 7 observations
Knee: 7 observations

F values

Pr
ob

ab
ili

ty
 d

en
sit

y

(8,7,7) observations



population

Fr
eq
ue
nc
y

−5 0 5 10 15 20

0
10
00
0

20
00
0

30
00
0

40
00
0

50
00
0

60
00
0

70
00
0

Sample from the same 
(normally distributed) 
population (i.e., H0 is 
true), respecting the 
original number of groups 
and their sample sizes. 

  

F =
sb

2

sw
2 =

ni(X i −
i=1

g

∑ X)2

g −1

(ni −
i=1

g

∑ 1)si
2

(ni −
i=1

g

∑ 1)

Different number of 
groups and different 
number of 
observations per group 
generate different 
shapes for the F 
distribution.

The F (sampling) distribution assuming that H0 is true
H0: Differences in means among groups are due to sampling error from 
the same population.



The F distribution assuming that H0 is true (i.e., the sampling 
distribution of the test statistic F when H0  is true).

df1

df2

The numerator degrees of freedom is 
based on the number of groups (g-1) 
and the denominator degrees of 
freedom depends on the total 
number of observations (N-g)



ANOVA is a 
one-sided 

(one-tail) test 
by design

Degrees of 
freedom

Observed 
F-value

(observed test 
statistic)

P-value

H0

HA

H0: The samples come from statistical 
populations with the same mean, i.e., 
μcontrol = μknee = μeyes.

HA: At least two samples come from 
different statistical populations with 
different means.

0.447%99.553%The probability of rejection of H0 (P-value) is estimated 
as the number of F-values in the null distribution equal 
or greater than the observed F-value (i.e., one tailed-
test). 



THE ANALYSIS OF VARIANCE (ANOVA) 
for comparing multiple sample means (groups or treatments)

H0: The samples come from statistical populations with the 
same mean, i.e., μcontrol = μknee = μeyes.
HA: At least two samples come from different statistical 
populations with different means.

Statistical conclusion: Light 
treatment influences shifts in 
circadian rhythm.

Research conclusion: Light 
treatment influences shifts in 
circadian rhythm.



Assumptions are the same as for the independent two sample t-test:

- Each of the observations is a random sample from its population 
(whether they are the same or different populations).

- The variable (e.g., shift in circadian rhythm) is normally distributed 
in each (treatment) population. More on that in another lecture.

- The variances are equal among all populations from which the 
treatments were sampled (otherwise the F values change in ways 
that may not measure difference among means). More on that in 
another lecture.

ANOVA



“The knees who say night”

Conclusion?
Significant, but how?

How do we know which group means differ from one another?

H0: μcontrol = μknee = μeyes
HA: at least one population mean (μ) is different from 
another population mean or other population means.  

Why not simply not contrast all pairs of means using a two-sample mean 
t-test?

Control vs. knee; control vs. eyes; knee vs. eyes?

More later in the course!



wake up

@cjlortie



Analysis of Variance 
(more than one factor)
Multifactorial - ANOVA

Part I - Introduction



Some types of ANOVA designs:

Single-factor ANOVA (Intro stats)
Factorial designs (crossed) – today
Mixed models



Research question (my own fictional example; real 
examples will be seen in the next lecture and tutorials):

Why fictional? The context of the problem itself seems to be 
easier to understand than more “biological” applications!

Do exercise and diet affect weight loss?

How would you set a study to test this 
question?



Factors: exercise and diet (two-factorial).

In this example, exercise and diet are factors
with two levels or groups (Yes/No).

Response variable: weight loss.

Factorial ANOVA - always involves one continuous 
variable (i.e., response variable = weight loss) and two or 
more categorical (factors) variables (exercise and diet).

Study - Individuals are followed regarding their weight loss 
after 1 month of exercise (or not) and diet (or not).  



Data structure in a csv file

Weight loss: start weight - 
end weight (in pounds)



• Are the differences in weight loss only due to exercise 
alone?

• Are the differences in weight loss only due to diet alone?

• Does the effect of diet on weight loss depend on 
exercise? In other words, are the differences in weight 
loss attributable to some combinations of exercise and 
diet? (e.g., the biggest weight loss compared to any other 
combination of diet and exercise was observed when 
individuals both dieted and exercised).

Let’s elaborate on this question further:

M
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n 
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s
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Do exercise and diet affect weight loss?



Treatments
Main effects:

Diet - two treatments (yes/no).

Exercise - two treatments (yes/no).

Possible sources of statistical interactions:

Combination of diet and exercise treatments - four pairwise 
combinations of means:

1) No exercise but diet.
2) Exercise but no diet.
3) No exercise and no diet.
4) Exercise and diet.



6.9 5.8
8.1 5.3
8.2 5.7
8.8 6.1
8.6 5.1
8.1 5.6
7.1 6.2
8.1 5.4
7.6 6.3
7.4 4.5
7.8 4.2
7.6 5.3

7.9 5.5

6.9

6.5

Exercise

Yes No
Diet

Exercise independent of diet

Does diet alone (main effect) affect weight loss? Statistically, does 6.9 
significantly differ from 6.5 (i.e., beyond what is expected under sampling 
variation from the same population)? 

Yes

No

Diet independent of 
exercise



6.9 5.8
8.1 5.3
8.2 5.7
8.8 6.1
8.6 5.1
8.1 5.6
7.1 6.2
8.1 5.4
7.6 6.3
7.4 4.5
7.8 4.2
7.6 5.3

7.9 5.5

6.9

6.5

Exercise

Yes No

Exercise independent of diet

Diet

Yes

No

Diet independent of 
exercise

Does exercise alone (main effect) affect weight loss? Statistically, does 7.9 
significantly differ from 5.5 (i.e., beyond what is expected under sampling 
variation from the same population)? 



6.9 5.8
8.1 5.3
8.2 5.7
8.8 6.1
8.6 5.1
8.1 5.6
7.1 6.2
8.1 5.4
7.6 6.3
7.4 4.5
7.8 4.2
7.6 5.3

7.9 5.5

6.9

6.5

Exercise

Yes No
Diet

Row means
(Diet independent of 
exercise)Per combination means

Column means
(Exercise independent of diet)

Per combination means

Are the differences in weight loss attributable to some particular combination(s) of 
exercise and diet? (i.e., is there an interaction between exercise and diet that affects 
weight loss?)

Yes

No



6.9 5.8
8.1 5.3
8.2 5.7
8.8 6.1
8.6 5.1
8.1 5.6
7.1 6.2
8.1 5.4
7.6 6.3
7.4 4.5
7.8 4.2
7.6 5.3

7.9 5.5

6.9

6.5

Exercise

Yes No
Diet

Row means
(Diet independent of 
exercise)Per combination means

Column means
(Exercise independent of diet)

Per combination means

Yes

No

Are the differences in weight loss attributable to some particular combination(s) of 
exercise and diet? (i.e., is there an interaction between exercise and diet that affects 
weight loss?)

Type	equation	here.

”less” efficient?

”more” efficient?



Does dieting affect weight loss?  DIET (main effect 1)

H0: There is no difference between diet 
treatments in mean weight loss (in the 
population). 

HA: There is a difference between diet 
treatments in mean weight loss (in the 
population).   

Stating the 3 possible sets of statistical hypotheses
in a two-factorial design:



Does exercising affect weight loss?  EXERCISE (main effect 2)

H0: There is no difference between exercise 
treatments in mean weight loss (in the 
population). 

HA: There is a difference between exercise 
treatments in mean weight loss (in the 
population).   

Stating the 3 possible sets of statistical hypotheses
in a two-factorial design:



H0: The effect of diet on weight loss does not 
depend on exercise in the population (or vice 
versa). 

HA: The effect of diet on weight loss depends on 
exercise in the population (or vice versa). 

Are the differences in weight loss attributable to some 
combinations of exercise and diet? (interaction effect)

Stating the 3 possible sets of statistical hypotheses
in a two-factorial design:



Type of effects in this study:

Fixed: The levels in a factor are specifically
chosen by the researcher (diet and exercise)

Note: The typical ANOVA design (simple or factorial) is 
conducted assuming a fixed design (we will see other 
designs later in the course). 



Diet
Exercise
Diet x Exercise

ANOVA Table

Research conclusion: Only exercise affects weight loss!

H0: There is no difference between diet treatments in mean weight loss.
HA: There is a difference between diet treatments in mean weight loss.

H0: There is no difference between exercise treatments in mean weight loss.
HA: There is a difference between exercise treatments in mean weight 
loss.

H0: The effect of diet on weight loss does not depend on exercise (or vice 
versa). 
HA: The effect of diet on weight loss depends on exercise (or vice versa). 



ANOVA Table (R) versus publication quality

Diet
Exercise
Diet x Exercise

Conclusion: There is a difference between exercise treatments 
in mean weight loss (in the population).   
 



ANOVA Table (details on degrees of freedom)

df (diet) = number of levels (k) - 1 = 2 - 1 = 1

df (exercise) = number of levels (m) - 1 = 2 - 1 = 1

df (Interaction) = (m - 1).(k - 1) = (2 - 1).(2 - 1) = 1

df (residuals) = (N - m - k) = (20 - 2 - 2) = 16

N = total number of observations across all factors and levels

Diet
Exercise
Diet x Exercise



Next lecture:

1) Real examples of two-way ANOVA designs.

2) Plotting and understanding significant interaction terms.

3) How to test for assumptions (one-way and multi-factorial 
ANOVA).

4) Identifying which pairs of means significantly differ to find 
the meaningful interactions (e.g., mean of weight loss with 
no exercise versus mean of weight loss with diet).


